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Abstract. We present a new R-adaptive Arbitrary Lagrangian Eulerian (ALE) method,
based on the reconnection-based ALE - ReALE methodology [5,41,42]. The main ele-
ments in a standard ReALE method are: an explicit Lagrangian phase on an arbitrary
polygonal (in 2D) mesh, followed by a rezoning phase in which a new grid is defined,
and a remapping phase in which the Lagrangian solution is transferred onto the new
grid. The rezoned mesh is smoothed by using one or several steps toward centroidal
Voronoi tessellation, but it is not adapted to the solution in any way. We present a
new R-adaptive ReALE method (R-ReALE, where R stands for Relocation). The new
method is based on the following design principles. First, a monitor function (or error
indicator) based on Hessian of some flow parameter(s), is utilized. Second, the new
algorithm uses the equidistribution principle with respect to the monitor function as
criterion for defining an adaptive mesh. Third, centroidal Voronoi tessellation is used
for the construction of the adaptive mesh. Fourth, we modify the raw monitor func-
tion (scale it to avoid extremely small and large cells and smooth it to create a smooth
mesh), in order to utilize theoretical results related to centroidal Voronoi tessellation.
In the R-ReALE method, the number of mesh cells is chosen at the beginning of the cal-
culation and does not change with time, but the mesh is adapted according to the mod-
ified monitor function during the rezone stage at each time step. We present all details
required for implementation of the new adaptive R-ReALE method and demonstrate
its performance relative to standard ReALE method on a series of numerical examples.
AMS subject classifications: 65M08, 65M55,76N99
Key words: Gas Dynamics, R-adaptation, Reconnection, ALE.

1 Background and rationale

As in most standard Arbitrary-Lagrangian-Eulerian (ALE) methods [28], the main ele-
ments in a ReALE [42] simulation are an explicit Lagrangian phase in which the solution
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and grid are updated (without changing its connectivity), a rezoning phase in which a
new grid is defined, and a remapping phase in which the Lagrangian solution is trans-
ferred onto the new rezoned grid. The ReALE method described in [42] differs from
standard ALE method in one element only - it allows connectivity changes during the
rezone stage. The rezone phase of ReALE includes both mesh movement and the re-
connection procedure, which is done using the machinery of Voronoi diagrams, [1]. The
ReALE rezone strategy consists of a special movement of generators. It is similar to La-
grangian motion in some sense, but also include a smoothing procedure based on the
notion of centroidal Voronoi diagrams [16]. By construction, a Voronoi mesh is a valid
mesh and therefore each Lagrangian step starts with a valid mesh. The main objective
of [42] was to develop a robust reconnection-based ALE method in which averaged cell
movement is close to Lagrangian. The ReALE method allows running complex simu-
lations to completion without user intervention, while maintaining reasonable accuracy:.
In [42] we also presented a comparison of Lagrangian methods with ReALE on problems
for which pure Lagrangian methods can run without mesh tangling. Examples of ReALE
simulations can be found in [5,27,41,42].

The ReALE methods have significant potential with respect to adaptivity. First of
all, repositioning (relocation or R-adaptivity) of the generators during the rezone stage
can be related to some error indicator. Secondly, the number of generators (which de-
fines the number of cells) can change with time to refine the mesh where it is needed
(h-adaptivity). However, in [42] there was no attempt to explore adaptivity in frame-
work of ReALE methods. In this paper we explore R-adaptivity in the framework of
ReALE.

The need for adaptive methods is well recognized and there are numerous papers
related to adaptation, see for example Chapter 14 in [40] and [30] and corresponding
references herein, or the website http://1lsec.cc.ac.cn/~ttang/MMref.

According to [40], any adaptive method is composed of three main ingredients: an er-
ror estimator or error indicator, an optimal-mesh criterion, and an algorithm of the strat-
egy for mesh improvement. These ingredients answer the following questions: Where
are mesh changes required? How should the optimal mesh be defined? How should the
improved mesh be constructed?

Our adaptive ReALE methods are based on following well known basic design prin-
ciples.

The first design principle is to use a monitor (error indicator) function based on the
Hessian of some flow parameter(s), which is a measure of interpolation error, [30,40]. In
general, a monitor function ¢(x,t) > 0 is some measure or indicator of the error. In an
ideal case its construction is based on error estimates. However, in reality, especially for
non-linear hyperbolic problems, practitioners use much simpler and readily computable
indicators of errors. In our case we choose to use a monitor function based on estimates

TLet us note that to describe the main ideas we intentionally use a loose style of presentation to avoid lengthy
definitions and explanations. In the main text of the article we give strict definition of all notions and nota-
tions that we use.
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of spectral norm of a Hessian matrix, which are related to quadratic terms in the Taylor
expansion of some flow parameter. The function ¢(x,t) >0 is known for any x only at
initial time moment ¢t =0. In general, a monitor function is given by its values, ¢!, on
some mesh at a particular time moment t", where the index i is related to some mesh
entity and the index n identifies the time step. To be used in an adaptation process the
monitor function has to satisfy some requirements. We will formulate these requirements
after we describe how a monitor function is used to construct an adaptive mesh.

The second design principle is to use the equidistribution principle for the monitor
function as a criterion for the definition of an adaptive mesh, [30,40]. If we are given the
polygonal computational domain () and a monitor function ¢! then the mesh consisting
of cells ();, such that U;Q); = (), satisfies the equidistribution principle if

$i'| Q| =E =const. (1.1)

We will call E the equidistribution level. If the number of cells, N, is given (which is the
case for R-adaptive methods) then, the equidistribution level E, is given by

E= (ﬁ;qbﬂ()i])/N% (/qulV)/N. (1.2)

The third design principle is to use centroidal Voronoi tessellation as a tool for creating
an adaptive mesh that satisfies the equidistribution principle, [16]. To explain this proce-
dure, we need to recall some definitions [1,16]. Given a set of N generators G = {Gi}fi 17
Voronoi tessellation is defined as the space decomposition into cells ();

0;={xeR?:||x—G;| < [x—Gi||, for j=1,...,N,j#i},

where ||- || is the Euclidean distance. The center of mass of cell (); with respect to a weight
function ¢(x) is
o fQixqo(x)dx
' f o, ? (x)dx -

If G = c;’), then the Voronoi tessellation is called a centroidal Voronoi tessellation (CVT)
with respect to weight ¢. That is, the positions of the generators coincide with the centers
of mass of the corresponding Voronoi cells. The CVTs have several useful properties,
in particular, in the asymptotic case of an infinite number of generators with a smooth
weight function, the cells of the CVT are perfect hexagons in 2D and

\ P(G)[QU =1/ 9(G)) Q]

Therefore, if we set ¢ = ¢?, we obtain a mesh which asymptotically satisfies the equidis-
tribution principle

(G |Qu=¢p(G))|Q], or ¢i|Qul~¢;Q.
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Most theoretical results about CVT have been proved with an assumption that the weight
function is smooth and in the limit of an infinite number of generators. In practice, to be
useful for adaptive mesh construction, we need to guarantee some level of smoothness
of the weight function and use a reasonably large number of generators.

The fourth design principle is modification of the monitor function. This includes
several steps. First, as it is seen from equation (1.1), if the monitor is too large then the
corresponding cell will be too small - this can lead to a small time step, because we use
explicit time integration and time step has to satisfy the CFL stability condition. If the
monitor is too small then the corresponding cell can be too and this can lead to a loss
of accuracy. Therefore, we would like to scale the monitor function to avoid extremely
small and large cells. The details of scaling will be presented in Section 3. As we have
already mentioned, the monitor function has to be sufficiently smooth to use CVT for
construction of mesh which satisfies equidistribution principle. To construct a smooth
monitor we use ideas presented in the seminal paper [14] - see Section 3.3 for details.

Now we are ready to give a brief characterization of our R-adaptive ReALE method
(R-ReALE where R stands for Relocation). In this method the number of mesh cells is
chosen at the beginning of the calculation and does not change with time, but the mesh is
adapted to the modified monitor function during the rezone stage at each time step, such
that the Lagrangian step always begins with a mesh which satisfies the equidistribution
principle with respect to ¢".

Let us now make some general comments on adaptive methods. The standard ALE
methods or moving mesh methods in general, [30, 52], use fixed mesh topology, and
nodes are moved to refine the mesh in some areas of the computational domain at the
expense of coarsening the mesh in other parts of the problem. Generally, the increase of
mesh resolution is limited, and, most importantly it can degrade the mesh quality leading
to robustness issues. One of the most cited papers in R-adaptive mesh adaptation is [4],
where the authors use a variational approach to combine requirements related to main-
taining the geometric quality of the mesh and mesh adaptation based on equidistribution
of some error indicator. The functional which is responsible for mesh smoothness essen-
tially can be considered as a variational form of the Winslow approach, [56], for which
the corresponding optimization problem is well behaved. In contrast, the functional re-
sponsible for error equidistribution, if used by itself, has multiple local minima and its
minimization can lead to a tangled mesh. A difficulty arises when one tries to combine
these — how should one weight the relative importance of these separate goals and still
obtain a well behaved optimization process? In particular, the two global functionals
have distinct (physical) dimensions, and so, can only be combined with some dimen-
sional constant. At present, there is no theoretical basis for choosing this constant, thus
delegating the decision to the user. In practice, a bad choice of this parameter can lead
to loss of accuracy (if the mesh is over-smoothed) or robustness problems (if the mesh
becomes tangled). The main advantage of ReALE adaptive methods in comparison with
standard adaptive ALE methods with fixed connectivity is that adaptive ReALE methods
always produce smooth, valid and adaptive meshes.
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Most papers related to adaptive methods start with statements like this one: “Solu-
tions of PDEs arising in science and engineering frequently have large variations occur-
ring over small portions of the physical domain, and major challenge when solving such
problems is to appropriately resolve solution behavior there. ...fine mesh is required in
those particular parts of the physical domain.” - [30] or “Another characteristic of fluid
flows is the very wide range of spatial scales often encountered: shocks in compressible
flows, interfaces between immiscible liquids, turbulence intermittency, boundary layers
and vorticity generation near solid boundaries are just a few examples. Consequently,
in recent years a number of researchers have investigated the use of adaptive mesh re-
finement, where the spatial discretization is adjusted to follow the scale and temporal
evolution of flow structures .... ” - [48] This sounds like good motivation to develop
new adaptive methods.

Authors then typically describe their adaptive method and present examples where
mesh is adapted in some way in places where distinct features of the flow are present. In
some papers results from other method(s) are shown and errors are compared. Usually
there is no evidence given as to why the new adaptive method is more efficient than
the non-adaptive method or some other adaptive method. Our opinion is that there are
several reasons for this.

Clearly, each adaptive method comes with some overhead related to computing an er-
ror indicator, solving some type of optimization problem (R-adaptation), or dealing with
more complicated data structures (connectivity change as in ReALE family of methods
or h-adaptation). The percentage of required resources (CPU time, memory, complexity
of coding, incorporating adaptation in existing solvers, etc.) related to overhead with
respect to overall resources defines the efficiency of the adaptive method.

For some classes of adaptive methods the situation with regards to efficiency is rela-
tively clear. For example, for classical Adaptive Mesh Refinement (AMR) type of meth-
ods, [3,10,29,47] (see also [22,45]), efficiency is usually measured with respect to equivalent
uniform high-resolution static grid results, [35]. This metric is well defined, because in
standard AMR methods there are only two regimes in which these methods can run - uni-
form mesh or adaptive mesh . However, even for these type of methods, the results of
efficiency analysis will depend on the complexity of the flow at a particular time moment
and may differ significantly for different error definitions.

In general, it is very hard to define “efficiency”. We have had discussions with several
experts in adaptive mesh refinement and the only aspect on which all experts agree is
that adaptive mesh refinement is needed in regions where particular spatial resolution is
required to resolve some important physics. In this case if you do not have a method that
can achieve the required spatial resolution then you cannot obtain physically meaningful
results, and therefore, there is no question about efficiency.

At first glance, the definition of efficiency should be obvious. Let us assume that we
have some notion of accuracy§, then the most efficient method is the one which allows

The assumption is that refinement/derefinement criterion is fixed and zero-level of refinement is chosen.
$Tn many cases, especially for solving complex multi-physics problems definition of accuracy is a problem



130 W. Bo, M. Shashkov / J. Math. Study, 48 (2015), pp. 125-167

us to obtain the given level of accuracy with the least amount of resources. However, the
notion of resources may include many different things: CPU time, computer memory,
electricity used by computer, man-hours of user(s) needed to complete the calculation.
Most metrics are hardware dependent and also depend on how efficiently the algorithm
is coded with respect to the architecture of a particular computer. Man-hours needed to
complete specific calculations strongly depends on user experience with that particular
algorithm and that particular problem. Moreover, in many cases users are only interested
in knowing what maximum accuracy can be achieved using their limited resources. All
these considerations make direct and fair comparisons of computational algorithms a
difficult problem.

The situation is more complicated when comparing standard non-adaptive pure La-
grangian methods with ALE methods with fixed mesh connectivity. In Lagrangian and
ALE methods with fixed connectivity, accuracy and robustness strongly depends on the
choice of an initial mesh. Practitioners usually run the same problem many times starting
with different meshes to find one which allows the calculation to run to completion. In
many cases, pure Lagrangian calculation cannot be completed with any choice of initial
mesh and therefore it is not possible to compare relative efficiency of a pure Lagrangian
and standard adaptive ALE method. In general, the initial mesh for an ALE calculation
is already adapted to the initial data, but this initial mesh is not necessarily a good choice
for non-adaptive Lagrangian methods. Therefore, the only feature which adaptive and
non-adaptive method may have in common is the number of cells and the connectivity
of the mesh. If the number of cells and the connectivity is fixed then one can find the best
mesh for a Lagrangian calculation and the best mesh for adaptive ALE calculations and
compare the results.

We have presented all of these arguments just to demonstrate that in general it may
not be very useful to talk about the relative efficiency of new methods.

Our opinion is that what is useful is to consider a new method as a new tool and
present some performance characteristics of the new method in different situations. This
will allow a potential user to make their own conclusion about how useful this new tool
could be to their application.

We would like to mention several recently published papers, which are in a similar
spirit to our paper [2,11,20,51].

The remainder of the paper is organized as follows. In Section 2 we present defi-
nitions related to Voronoi and centroidal Voronoi meshes, consider their properties and
describe the related optimization problem which is the basis for construction of Voronoi
meshes. In the same section we give some details related to construction of centroidal
Voronoi meshes when a weight function is given on some background mesh. In Sec-
tion 3 we define the monitor function and describe scaling and smoothing procedures for
the monitor. Section 4 describes a family of ReALE methods, including standard non-
adaptive ReALE methods as well as our new R-adaptive R-ReALE method. In Section 5

by itself.
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we describe possible ways to compare the performance of ReALE and R-ReALE meth-
ods. In Section 6 we present numerical examples which demonstrate different aspects of
the new R-ReALE method and allows comparison with standard non-adaptive ReALE
methods. Conclusions and future work are presented in Section 7.

2 Constrained centroidal Voronoi tessellation

In this Section we describe the main tool with which we construct meshes during the
rezone stage of the R-adaptive ReALE method.

In Section 2.1 we define Voronoi tessellation for non-convex computational domains.
The reader who is interested in more information about Voronoi tessellation can refer
to [1,16-18,32,46,54]. In Section 2.2 we define centroidal Voronoi tessellation (CVT) and
explain how the properties of such tessellation can be used to construct meshes which
satisfy an equidistribution principle. The computation of CVT, based on a variational
formulation, is described in Section 2.4.

2.1 Voronoi tessellation in general domain

Given a set of N generators G = {G;}¥,, and polygonal computational domain (), a
Voronoi tessellation (VT) is defined as the decomposition of space into cells according to
the nearest generator. Namely,

Q;={xeR?| [[x—G|| < [[x—Gj|, for j=1,..,N,j#i}, (2.1)
where ||-|| is the Euclidean distance. The region (); is referred to as a Voronoi cell and the
set {Q;} | is referred to as a VT [9].

If a VT is used in a discretization method for a partial differential equation (PDE) on
a bounded domain (), the boundary of the VT must conform with the boundary of ()
so that the boundary condition of the PDE can be enforced. To represent the domain
boundary, we use the bounded VT [54]: assume that () is a bounded domain and its
boundary 0Q) is comprised of a set of line segments that satisfies the following properties.

e The interior of each line segment in d() intersects no other line segments in 0Q).
e The endpoints of the line segments are the generators in G.

Assume the set of generators is the union of two sets G=G;UGg, G/ = {Gi}f\i 1» Gp=
{Gi}Y 1» where the generators in Gp lie on dQ) and those in G lie on the interior of Q).
The VT on Q) is defined as

Q;={x€ 0| d(x,G;) <d(x,G)), for j=1,...,N,j#i}. 2.2)
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Figure 1: the VT with 15 generators. The 8 boundary generators form the inner and outer boundary of the
domain.

where d(x,y) is the distance which incorporates visibility constraints

|x—y|l ifx “sees”y,

d(xy)= { (2.3)

00 otherwise.

In this definition, x “sees” y when no line segment on d() intersects the line segment
connecting x and y. In Fig. 1 we present VT for square domain with rectangular hole in
the middle - it has 8 boundary generators and 7 interior generators.

Let us note that Voronoi cells which correspond to internal generators are always
convex and Voronoi cells which correspond to boundary generators can be non-convex,
but each cell always consist of only one piece.

2.2 Constrained centroidal Voronoi tessellation

Given a weight function ¢(x) >0 defined on Q, for each Voronoi cell ();, we can define
its mass centroid G} by

jf_fQ]_xgo(x)dx
L Jo,p(x)dx

We refer to a VT as a constrained centroidal Voronoi tessellation (CCVT) if and only if

i=1,..,N. (2.4)

G,=G}, i=1,.,M. (2.5)

In this definition, the generators on the boundary are not subject to (2.5). It is worth
noting that there are different definitions for CCVTs [46] depending on how to place the
boundary generators. One example is the conforming CVT [32] in which the boundary
generators are automatically placed on the boundary. In our case, the boundary genera-
tors are fixed, which is the simplest case of CCVTs in [46]. In Fig. 2, we give a VT and a
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Figure 2: Four generators lie in the corners of the square. On the left, a VT corresponding to 12 randomly
selected interior generators. On the right, a CCVT corresponding to 12 interior generators. In both figures, the
weight function is a constant. The dots are the generators and the circles are the centroids of the corresponding
Voronoi cells.

CCVT corresponding to 12 interior generators in a square. Note for the CCVT, (2.5) is not
imposed on the four boundary generators

Given any set of generators {x; }), on () and any tessellation {V;}Y |, we define the
corresponding energy functional by

FViy ol 2/ x) [x—xdx, 26)
i=1

In [46], it is shown that CCVTs are solutions of the problem

FEViH, {xi},), subjecttox;=Gj, j=M+1,..,N. (2.7)
{V}l ]’{xl}l 1
If a CCVT with its generators is a global minimum of F, it is called an optimal CCVT.
For an optimal CCVT with a smooth weight function, the internal Voronoi cells have

many useful geometric properties as the number of generators becomes sufficiently large
[21]:

e Gersho’s conjecture: In the limit of an infinite number of generators, the internal
Voronoi cells are congruent to a basic cell which depends on the dimension. The
basic cell in 2D is the regular hexagon. Gersho’s conjecture has been proved in
2D, [24], but it remains open for three and higher dimensions.

e Based on Gersho’s conjecture, the following relation holds for the internal Voronoi

cells:
¢(G)h{ 2~ ¢(G])hi*?, (2.8)

where Fi; is the diameter of the Voronoi cell i

hi=2max |y —G;| 29)
yeQ;
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and d is the spatial dimension. Since all of the internal Voronoi cells are congruent
to a basic cell asymptotically, (2.8) can be rewritten in terms of the cell areas

o(G))| U~ (G}) |y 77, (2.10)

where |();] is the length/area/volume in 1D/2D/3D of the Voronoi cell i.

2.3 CCVT and construction of mesh satisfying equidistribution principle

The properties of CCVT summarized at the end of the previous Section suggest that an
optimal CCVT can be used to construct polygonal meshes which satisfy the equidistri-
bution condition. Given some monitor function ¢ on a 2D domain, we define a weight
function ¢ = ¢2. Then using (2.10), on the optimal CCVT with respect to ¢, we have

$(G7) Q| = (G- (2.11)

Therefore, the equidistribution condition with respect to ¢ is satisfied asymptotically.
If the number of generators, N, is given then according to (1.2) we will be able to
achieve the following equidistribution level on CCVT mesh with weight function ¢ = ¢>

E— (/()qde)/N.

2.4 Computation of CCVTs

2.4.1 Variational formulation

CCVTs as defined in (2.5) can be computed in the same way as CVTs. The computation
of CVTs from a given set of generators has been well studied [16,17]. Due to its simplic-
ity and robustness, the most popular algorithm for the computation of CVTs is Lloyd’s
algorithm [39]. However, Lloyd’s method may be too slow for practical applications.
Recently, more efficient methods for CVT computation have been proposed, including
the Lloyd-Newton method [15], a Newton-based multigrid algorithm [13] and a quasi-
Newton method [38]. In this paper, we use a quasi-Newton method, the limited memory
Broyden-Fletcher-Goldfarb-Shanno algorithm (L-BFGS).

To use L-BFGS for CCVT computation, we need to define the objective function to be
minimized. From the previous section, any minimizer of the energy functional (2.6) forms
a CCVT. However, it is hard to apply the L-BFGS algorithm for finding the minimizer of
(2.6) because the x; and V; terms are independent in (2.6). For simplicity, we use the
following energy functional in L-BFGS which has the same minimizer as (2.7)

N
Kbt =1 | otllx—xilPax,

min K({xi}f\il), subject to x;=Gj, j=M+1,..,N. (2.12)

{xi}[l\il
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where ();’s are the Voronoi cells corresponding to the x;’s. Since the independent vari-
ables in (2.12) are the coordinates of the internal generators, we rewrite (2.6) as a new
energy functional

E({xihil) =K({xi}hiL). (2.13)
The L-BFGS algorithm also requires the gradient of £, which is given in [16]:

o€ .

a—)(i—Z(xi—Gi)/(2igo(x)dx (2.14)

where G} is the mass centroid of ();. In order to describe the stopping criterion of the
L-BFGS algorithm, we define an averaged deviation

- )3
Dage = D;, (2.15)
T MeT

where D;=||x; —G}||/h; and h; is defined in (2.9). It can be seen from (2.14) that D, =0
if and only if 0£ /0x; =0, i=1...M. Thus D, can be used to check the convergence of a
CCVT computation. For the results in this paper, we use a stopping criterion D, <5-107%
with a maximum of 40 iterations.

The L-BFGS method requires an initial guess. The simplest choice is to use the cen-
troids of the cells of the Lagrangian mesh. However, our tests show that there is a more
efficient strategy based on insertion/deletion of generators using quad-tree and a local
equidistribution principle to guide the insertion and deletion of generators. This algo-
rithm will be described in a separate paper.

2.4.2 Numerical integration on the background mesh

The above CCVT computation relies on the evaluation of the integrals in (2.4) and (2.14)
on Voronoi cells. We are constructing CCVT after a Lagrangian step and values of the
monitor function can be associated with centroids of the cells of this Lagrangian mesh.
The values of the monitor will be associated with a triangular background mesh T, which
is constructed from the Lagrangian mesh M*.

Given the Lagrangian mesh M?¥, we first construct the dual mesh connecting cen-
troids of the neighboring cells of M*. We then re-triangulate the boundary triangles of
the dual mesh by inserting the boundary vertices of M*. Fig. 3 shows an example for
the Lagrangian mesh and the background mesh. To construct the monitor function at an
interior vertex of 7, we use the Lagrangian state at that point. On a boundary vertex of
T, we use the physical state as defined by wall reflection.

To evaluate the integrals in (2.4) and (2.14), we subdivide each cell into triangles and
use a composite one-point centroid rule to compute the integrals on each triangle [25] -
see Fig. 4 for details. 1

1A triangle is subdivided into 16 equal-sized smaller triangles. In each smaller triangle, its centroid and area
are used as the integration point and weight for the quadrature rule. See Fig. 4 for details. Our experiments
show that our discretization of the integrals provides sufficient accuracy without unnecessarily increasing
computation time.
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Figure 3: An illustration for the Lagrangian mesh and the background mesh. Left: the Lagrangian mesh M.
The dots are the centroids of the cells. Right: the background mesh 7.

This method requires the evaluation of the monitor function at any integration point.
For the purposes of this section we can assume that the monitor function ¢ is given by its
values at the vertices of the background mesh. The detailed description of the computa-
tion of these values will be given in Section 3. Since the monitor function is defined on a
triangular mesh, we need to find which triangle (we call it the containing triangle of the
point), in the background mesh contains the integration point x, then ¢(x) is obtained by
using a linear interpolation from the nodal values of ¢ on 7.

At quad-tree initialization there are two types of generators. For the first, from the set
{Gl}, we know that they are in the vertex set of the specific triangles of the background
mesh. The second type of generators are generators which are added in a specific cell
of mesh M* and a simple local search allow determination of the containing triangle.
In the process of L-BFGS iterations, if the position of a generator G; is changed, we find
the containing triangle of G; by searching the nearby triangles of its previous containing
triangle. Finally, finding the containing triangle for for an integration point on a cell j is
done by searching the nearby triangles of the containing triangle of G;.

Let us also mention that for convex domains one can use walking algorithms for the
point location problem, [12]. However, simple walking algorithms do not work for non-
convex domains.

3 Monitor function

3.1 Raw monitor

We base construction of the monitor function on estimate of the interpolation error. Al-
though it may not be directly related to the solution error, interpolation error provides
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Figure 4: The discretization used to compute the integral of a function on a Voronoi cell. The Voronoi cell is
divided into triangles. In each triangle, the integral is computed with a composite one-point centroid rule. The
red dots are the integration points on a triangle.

important information on whether a mesh is suitable to approximate the solution of the
PDE [6].

One of the option is to use the monitor function based on the L1 norm error of a
linear interpolation [30]. This monitor is related to Hessian matrix. Let H, be the Hessian
matrix of a scalar physical quantity u. H, is decomposed as

oy L

F) X

H,=( %, %7 |. (3.1)
oxdy  oy?

The monitor function based on the L1 norm error of a linear interpolation is given in [30]
and chosen to be the square root of the spectral norm of Hessian matrix

¢=1/ | Hull2- (3.2)

Knowing the nodal values of the physical state 1, many methods to compute the
Hessian matrix components (second derivatives of u) at vertices can be used. Here, we
use a finite volume-like approach [8]. The advantage of this approach is that it computes
the Hessian matrix on a vertex by only using the nodal values of its adjacent vertices.
Thus it is much faster than the classic use of least square approximation.

Let us present how raw monitor based of Hessian looks like in 1D for exact solution
of well-known Sod problem [50] for t =0.2 - Fig. 5 (left panel).

The raw monitor in this case is /|d0%u/0x?|. For demonstration purposes we use uni-
form background mesh and approximate second derivative using simple finite difference
formula. The raw monitor corresponding to Hessian is presented in the right panel in Fig.
5.

It is important to mention the following facts about the behavior of the monitor func-
tion for the solutions which have discontinuity. For the smooth regions, like constant
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Figure 5: Sod problem: left panel - exact solution at f=0.2 on the uniform mesh of 200 cells; right - raw
monitor using Hessian.

states regions or rarefaction region in Sod problem, the value of the monitor function
only slightly changes with the mesh resolution - this is because numerical derivatives
used to compute monitor are well behaved and converge to analytical derivatives with
mesh refinement. Because the monitor reaches its minimum at smooth regions we can
assume that

Drin ™ P (3.3)
where h is characteristic cell size and k>1 defines mesh refinement.

At the discontinuity analytical derivatives do not exist and numerical derivatives in-
crease with increasing mesh resolution. Let us consider the simplest situation in 1D when
we have to states u; and u, at the left and on the right side of the discontinuity and de-
note jump by Au = |u, —u;|. Then numerical second derivative on mesh with cell size

resolution / is proportional to
5%u Au
(m)ﬁﬁ G4

Therefore, maximum value of the monitor on mesh with characteristic size h is

6%u VAU
h _— ~N —
Pimax <5x2 > , n (3.5)

For refined mesh with characteristic cell size /k then

2
o J(C8) A g VA e (3.6)
632 )\ (n/k)? h

Therefore, for solutions with discontinuities we have

h/k h
min Nl ¢min
h/k h
m/ax k ¢max

, (3.7)
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That is ratio of ¢y,i, / $max for solutions with discontinuities reduces with the same rate as
characteristic mesh size.

3.2 Monitor scaling

For our example raw monitor is zero in regions where function is constant. In general, as
it is seen from equation (1.1), if the monitor is too large then the corresponding cell will
be too small - this can lead to a small time step, because we use explicit time integration
and the time step has to satisfy a CFL stability condition. If the monitor is too small then
the corresponding cell can be too large and this can lead to loss of accuracy. Therefore, we
would like to scale the monitor function to avoid extremely large and small cells. How-
ever, we would like to scale it in such a way that the scaled monitor function preserves
the “shape” of the original monitor - we will call this process “shape preserving scaling”
or just “scaling”. We will denote the raw monitor by ¢ and scaled monitor by ¢ .

To construct ¢ we first compute average value of the raw monitor as follows

If we use ¢ as monitor function we will obtain uniform mesh consisting of hexagons in
2D (uniform mesh in 1D). Because

@:/Qcpdvch:/ﬂgbdv, (3.9)

then to achieve the same equidistribution level E=®/N =®/N using ¢ or ¢ we will
need the same number of generators N. For sake of brevity for the rest of the paper we
will denote areas of the cells by A, for example, A;=|(;|. For uniform mesh we have

Ai=A=|Q|/N, (3.10)

and
Ap=E. (3.11)

For mesh obtained from raw monitor we have
Aipi=E = ApinPmax = Amax Pmin- (3.12)
Therefore variation of area size for mesh corresponding to raw monitor is
Amin/ Amax = Pmin/ Pmax- (3.13)

We construct scaled monitor function as follows

$i=d+p(pi—p), 0<p<1, (3.14)
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Figure 6: Sod problem: left panel - raw (red) and scaled (green) monitors; right panel - scaled (green) and
smoothed (black) monitors

such that f=0 will correspond to uniform mesh and =1 corresponds to most “adaptive”
mesh. The continuous analog of this definition is

PO =9+B(@(x) =) (3.15)
From equation (3.15) we can conclude that
Vi$g=BVirp, VL (3.16)

where V7, is directional derivative in L direction. The equation (3.16) is definition of shape
preservation. It is important to note that

ci>:/043dvzq>:/0¢dvzci>:/0¢dv. (3.17)

In left panel in Fig. 6 we superimpose raw and scaled monitors for Sod solution for
B=0.5. One can see that scaled monitor is “shape” preserving and has a larger minimum
and a smaller maximum than the raw monitor, and that in particular, its minimum is not
zero.

The scaling also can be used to enforce the prescribed ratio of (Ain/Amax)” . In
fact, for 0< B <1 we have

Amax <‘B) (ﬁmax (‘B) 4_)+,B(¢max—(]_>) . ( . )
It is easy to show that
Amin Amin o (Pmin
Amax (O) B 1’ Amax (1) B (Pmax ' (319)
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and function % (B) is monotone decreasing with increasing p. In fact,

i Amin — qs(qjmin_qjmux) 0 390
dp <Amax (‘B)> (§5+,B(¢max_qs))2§ ’ (3.20)

Therefore, to achieve prescribed ratio (A i/ Amax)!™ one need to solve linear equa-
tion

A pres _ -
Amin — 4)_|_ﬁpres <<Pmin — 4)) 3.21
<A> B P —9)” o
which gives
B B % pres
Brres = ? <1 <A"’“) > ) (3.22)

(45)"™ (Pax— )~ (Pmin — )

3.3 Monitor smoothing

As we have already mentioned monitor function has to be sufficiently smooth to use
CCVT for construction of mesh which satisfies equidistribution principle. To construct
smooth monitor we use ideas presented in seminal paper [14]. Authors of [14] suggest to
solve

(I—a(1+a)8*)p=¢

equation for spatial smoothing, where I is identity operator and 6% is Laplacian in logical
space, to obtain smooth monitor function ¢ from scaled monitor function ¢. According
to [14] the smoothed monitor will approximately satisfy the following conditions

w/(1+a) <¢i/§; < (1+a)/a, (3.23)

where j is index of neighbor cell of the cell i. This process is also “shape” preserving. In
right panel in Fig. 6 we superimpose scaled and smoothed monitors for Sod solution for
x=1.

In Fig. 7 we plot ratio of values of the smoothed monitor in two neighboring cells as
function of the coordinates of the vertex which shared by these cells. According to the
inequality (3.23) ratio of values of smoothed monitor in neighboring cells is between 2
and 1/2 fora=1.

4 ReALE family of methods

In this section we will describe reconnection-based ALE (ReALE) family of methods. We
will start with description of the standard ReALE method introduced in [42]. Then we
will describe our new adaptive ReALE method: R-ReALE, in which number of cells does
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Figure 7: Sod problem: ratio of values of the smoothed monitor in two neighboring cells as function of the
coordinates of the vertex which shared by these cells.

not change but mesh is adapting (by relocation of the generator’s positions) to the moni-
tor function according to equidistribution principle.

Let us mention that the main motivation for developing the original ReALE method
was to create a robust method, that would allow the computation of complex flows with
large shear deformation without user intervention and while maintaining “Lagrangian”
characteristics. The key to achieving these goals was to allow connectivity changes dur-

ing the rezone stage of the method.

Both methods use the same Lagrangian phase - it can be any method which can deal
with arbitrary polygonal meshes. In [42] we present results for ReALE using both stag-
gered and cell-centered discretizations - one can find relevant references to Lagrangian
discretizations in that paper; we will not repeat it here. In this paper our Lagrangian
phase is based on cell-centered discretization introduced in [43,44] and also briefly de-
scribed in [42].

Both methods use intersection-based remap [19,23,36]. The remapping phase is con-
ceptually fairly simple. The quantities on the old Lagrangian mesh are cell-centered den-
sity, velocity and total energy that must be transferred on the rezoned mesh. First piece-
wise linear representations of cell-centered variables are constructed on the Lagrangian
mesh. Then a slope limiting process [53] is performed to enforce physically justified
bounds. Conservative quantities, namely mass, momentum and total energy, are ob-
tained by integration of these representations. New conservative quantities are calcu-
lated by integration over polygons of intersection of new (rezoned) and old (Lagrangian)

meshes. Finally, primary variables are simply recovered by division by new volume (for
density) or new mass (for momentum and energy). Clearly, because in general we have
to remap between two meshes with different connectivity, we need to know with which
cells of old mesh cell of new mesh has to be intersected. In our case it does not require
global searches because we trace how generators which define new mesh are moving
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throughout the old mesh during adaptation process.

The real difference between ReALE and R-ReALE is in the rezone phases. However,
connectivity changes in both methods are performed using the machinery of the Voronoi
diagrams.

The comparison of the accuracy and performance of two methods will be demon-
strated on numerical examples in the special section.

Now we describe the rezone stages for these two methods.

4.1 Rezone phase of standard ReALE method

The details of the rezone phase for standard ReALE method can be found in [42]. In
this Section we only give some short description of this phase to emphasize difference
between rezone stages of standard and adaptive ReALE. do not change in time. At time
t" mesh is constructed using position of generators G/, that is Lagrangian step starts
with mesh which is Voronoi mesh, which correspond to G}, we denote this mesh L".
During Lagrangian step generators play no role. The result of the Lagrangian phase is
mesh L"*! on which we have all flow data. Mesh L"*! is not Voronoi mesh, but has the
same connectivity as mesh L". The rezoned mesh R"*1 is obtained as follows. First, one
defines “Lagrangian” position of generators Gf’"“ at t"*! these positions are obtain by
moving generators from their positions G" with some “Lagrangian” velocity averaged
from vertices of the cell i - ut

G =GI'+ulAt.

Then one computes position of centroids Cf’"“ of the cell i of the mesh L"*1. Finally,
positions of generators G?“ which will define rezoned mesh R"*! are defined as follows

GMl=GH" M pw;(Cch" -G, 0<w;<1, (4.1)

where weight w; defined based on eigen values of deformation tensor for cell i and w; is
zero under translation or solid rotation. There are several design principles for using (4.1)
to define positions of the generators: first - it keeps mesh close to Lagrangian, second -
it allows to maintain smooth mesh, because CZ.L’"Jrl correspond to one Lloyds iterations
toward centroidal Voronoi mesh, which is smooth mesh, and finally choice of the pa-
rameter w; allows us not to perturb initial mesh until time when mesh start to deform at
particular location.

In the context of adaptation we want to emphasize that the rezone strategy suggested
in [42] keeps cells “Lagrangian” on average, that is shape and connectivity of the cells are
changing but movement of the cell is “Lagrangian” on average. This is clearly demon-
strated in [42] (Section 9). Therefore, standard ReALE has the adaptive properties of
typical Lagrangian method. That is, it preserves initial contact discontinuity, and adapt
to shock. However, they do not adapt to rarefaction and do not adapt to complicated
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flow structures which may appear during calculations, like interaction of the shock with
contact, see for example, [37].

4.2 Rezone phase of adaptive R-ReALE method

For R-ReALE the number of cell does not change in time. The monitor function at each
time step is given by its value on mesh L"*1. Initial mesh and mesh on each time on
rezone phase is adapting to current monitor according to equidistribution principle. The
construction of the mesh which satisfies equidistribution principle is performed as de-
scribed in Section 2.4.

The input data is monitor function and number of generators, N. On each time step
it is reaching different level of equidistribution

E(t) = </Q(t)q>(x,t)dV>/N,

because number of cells does not change, but global integral of monitor function does
change because monitor and potentially computational domain may change in time.

5 How to compare ReALE and R-ReALE methods?

As we have mentioned in the Background and Rationale Section, the CPU time for dif-
ferent methods strongly depend on implementation and computer architecture - for this
reason we do not think that presenting CPU time adds any value to this paper.

However, we still want to compare methods. We have chosen to compare differ-
ent characteristics of the methods to obtain numerical solution for chosen final time T.
Clearly one of most important characteristics is error at time T. However, one need to
consider how many time steps one need to take to reach time T; how many cells were
used in overall process (that is, sum of number of cells used on all time steps), spatial
resolution achieved, and so on. The most universal measure of the method is conver-
gence rate. However, the investigation of convergence rate assumes some error model.
The usual approach for Eulerian methods is to choose some parameter / and use model
of form e = C,h? +C;ét. Because for explicit methods 6t ~h one can use the following
model e=C;, 9. The choice of h for Eulerian methods on uniform mesh is obvious, how-
ever if one considers adaptive Eulerian methods which use adaptive mesh refinement the
choice of / is not obvious. The situation is more complicated for pure Lagrangian meth-
ods because even number of cells in the initial mesh can be the same, the results strongly
depend on choice of initial mesh. The situation with standard ALE methods even more
complicated because results depend on rezone strategy, which may change depending
on the resolution.

In R-ReALE method there are several parameters. If parameters f and «, which par-
ticipate in raw monitor transformation are fixed, the there is only one parameter N -
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which is number of cells, which is fixed in time. Therefore, it looks like that comparison
of ReALE and R-ReALE methods suppose to be easy because both methods use the fixed
number of generators. However, one still need to decide what is initial mesh. For R-
ReALE initial mesh is adapted to initial data according to monitor and equidistribution
principle. It is almost obvious that such mesh will not be optimal for standard ReALE
method and uniform initial mesh can be better choice, because it will adapt to the solu-
tion according to averaged Lagrangian motion.

For both methods we can compute some estimate of the norm of the spatial error
at the particular time moment using exact solution (if it is known) or reference solution
obtained using high-resolution calculations. For example, we can compute L1 error for
density as follows

e(t"):/Q\p(x,t")—p@xt(x,t")\dx:zj/ﬂ\p(x,t")—pext(x,t")\dx, (5.1)

where pqyt(x,1") is exact or reference solution and numerical solution p(x,t") is obtained
p! by some piece-wise linear reconstruction. The integrals on the right hand side of (5.1)
are computed using the numerical integration introduced in Section 2.4.2.

Any convergence analysis assume some error model. In our case, it is natural to use

the following model

e(T)=C(T) [N1/?] " (5.2)

In this formula N~'/2 plays role of 1, q(T) is order of convergence and C(T) constant,
which does not depend on mesh. Let us mention that, in general, order of convergence
may depend on T.

Assuming that this error model is correct and knowing errors e!(T) and ¢*(T) and
corresponding N'! and N? for two different calculation using the same method, but dif-
ferent number of cells, we can estimate convergence rate as follows

q(T)zZlog(ZiE%)/log(%) . (5.3)

To prove that error model is correct one need to use at least three calculations with
different number of generators N! < N2 < N3 and compute 4(t) using pairs ¢!(T) and
e?(T) ¢*(T) and €3(T). If two computed in such way ¢(T) are close to each other then it
is indication that model can be used for estimating convergence rate.

After g(t) is defined C(T) is deduced as follows

C(T)=e(T)/ [N*”Zrm. (5.4)

The methods can be compared first with respect to convergence rate g(T). If conver-
gence rate is the same then one can compare C(T).
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Here we need to make some comments about how to choose sequence of meshes
to estimate convergence. For ReALE method if we choose initial mesh to be uniform
then there is only one parameter N - the total number of cells in the mesh - therefore to
perform convergence analysis for ReALE method we can choose meshes with N, 2N and
4N number of cells.

For R-ReALE method the situation is not that simple because it has also parameters «
and B. Convergence analysis assumes that with mesh refinement meshes stay “similar” in
the sense that refinement pattern are similar. There is no problem with “similarity” with
respect to parameter a because it controls smoothness of the mesh and it make sense to
keep it the same with mesh refinement.

There are two main reasons why we may want to choose p < 1. First reason is to
avoid zero values of the monitor. For this purpose we can choose some f close to 1, let
say p=0.9. This is what we do in Section 6.1. The second reason is to avoid small A,,;,
which leads to a small time step for problems with high sound speeds. This is the case
for the Sedov problem considered in Section 6.2. In this problem at t =0 there is a large
sound speed in the small area where the mesh is refined. To mitigate the problem of
small time step we can choose some B which increases ratio A,,i, / Amax as described in
Section 3.2, which effectively increases A, and decreases A,;x. For each problem the
corresponding parameter  can be chosen differently according to user specification and
the desired level of adaptation; note that § =0 corresponds to uniform mesh.

Now the question is do we need to change ratio A,/ Amnax Wwhen we investigate
convergence and refine a mesh to keep meshes of different resolution “similar”. Let us
assume that we have chosen BV at coarsest level to enforce the chosen ratio AN. /AN .
Our design principle for definition of A2N /A2l and AN /AN is based on desire to
keep mesh “similar”. To do this we choose to change this ratio as it will change for raw
monitor. According to (3.7) for raw monitor we have

h/k h
¢min Nl ¢min

’ (5.5)
AN
and therefore Ik I
A;lni;: Nl A;Znin . (5~6)
Am/ax k Am”x

Now we need to decide what is 1 and what is k in our case. We have already decided
that role of 1 played by N~1/2. Therefore, 1/k will be N~1/2/+/k. It means that /1/2
corresponds to 2N and therefore we want to reduce ratio of A,i,/ Amax by /2 when we
go from mesh with N cells to mesh with 2N cells:

A}g” ~ L Agm : (5.7)
Amax \/E Amax

In general, when investigating convergence of R-ReALE method we will choose B to
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enforce that
AIAI’\H/IR*XN \/M A?’II\’lIﬂX . .
The useful information for comparison of the different methods also can be obtained
if one choose number of cells in different methods such that error at final time is the
same. Then one can compare number of needed generators in different methods as well
as number of time steps needed to reach final time. This information can be useful for
analysis of relative efficiency of different methods.

In next Sections we will compare ReALE and R-ReALE methods.

6 Numerical examples

In all R-ReALE calculations pressure is used for computing monitor. The parameter a
used in smoothing is set to 1. The scaling parameter g is different for different problems
and specified in the appropriate Section.

6.1 “Smooth-to-Shock” problem

We consider a 1D flow of ideal gas with v =3 on a domain [—9,9] x [—0.9,0.9]. The initial
states are

1
p(’(x,y):ﬁ(zw.&e“‘”’-‘”2), P’=(p")", u’=o.

The domain boundary is treated as reflective walls. According to (A.8) of Appendix A,
smooth solution for the test problem exists until fg,,c ~ 0.932663. After t = tgocr, the
solution develops shock waves. We perform ReALE and R-ReALE simulations to ¢ =2.
Since the analytical solution can only be derived for ¢ <tg,.« (see Appendix A for details),
we use a 1D staggered Lagrangian code based on compatible discretization methodology,

X o
3
3

Figure 8: The density profile of the reference solution for the “smooth-to-shock” solution test at t=0,0.5,2
(from the left to the right).



148 W. Bo, M. Shashkov / J. Math. Study, 48 (2015), pp. 125-167

Figure 10: Smooth-to-shock problem. The meshes of R-ReALE with 1000 generators. t=0,0.5,2 from top to
bottom.

[7], with 160000 cells to generate a reference solution. Fig. 8 shows the density profile of
the reference solution at t =0,0.5,2.

To compare the accuracy of ReALE and R-ReALE for both smooth flow and shocks,
we compute the L1 density error at t=0.5 and ¢ =2. The simulations with 1000, 4000 and
16000 generators for both ReALE and R-ReALE are performed. For this test problem we
use fixed p=0.9.

Fig. 9 shows the monitor function for case of 1000 generators at t =0,0.5,2. The
meshes for the corresponding time are shown in Fig. 10. One can see that the monitor
function controls the distribution of the cell area through the equidistribution principle.
Since the integral of the monitor function on each cell is approximately a constant (Fig.
11), the area of the corresponding cell on a CCVT is approximately inverse proportional
the monitor function as it can be seen in Fig. 12.
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Figure 11: Smooth-to-shock problem. The scatter plot of the cell equidistribution level E;.
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Figure 12: Smooth-to-shock problem. The scatter plot of the cell area.

In this test case, we solve a 1D problem in a 2D domain and CCVT algorithm produc-
ing 2D meshes when used in 2D domain. Therefore, is is important to check how well the
numerical algorithm preserves the 1D symmetry of the solution. In Fig. 13 we plot the
density isolines - it can be seen that the 1D symmetry of the solution is well preserved.

We compare the above results with the ReALE results using 1000 generators. One can
see from Fig. 14 that the meshes show little distortion from the uniform one and the cell
area on the region with non-constant density is much larger than that of R-ReALE. The
Fig. 15 shows comparison of the density profiles for ReALE and R-ReALE on zoomed
regions. It can be seen that R-ReALE has better accuracy due to smaller cells on the large
curvature region.

To compare the rate of convergence of ReALE and R-ReALE, we perform simulations
using 1000, 4000 and 16000 generators. Fig. 16 shows the history of the L1 density error.
When t < tg,cr, the solution is smooth and the error is increasing over time. After the
shock forms, the error does not increase.
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il Il

Figure 13: Smooth-to-shock problem. The density isolines from the R-ReALE with 1000 generators. t=0,0.5,2
from top to bottom.

Figure 14: Smooth-to-shock problem. The mesh of ReALE with 1000 generators. f=0,0.5,2 from top to
bottom.

To further study the convergence property for both ReALE and R-ReALE, we fit C(t)
and ¢(t) of the error model using the L1 density error from N =4000 and N = 16000
calculations - Table 1. For smooth solution at t =0.5, both methods show 2-nd order con-
vergence. However, the coefficient C(t) for R-ReALE is 4 times smaller than for ReALE.
We offer the following qualitative explanation of this fact as follows. We define | a cell as
a active cell if

¢(xc,t) > 0.19(t)

where x, is the centroid of the cell. At a fixed time ¢, the number of inactive cells can be

ILet us mention that factor 0.1 in this definition has been chosen arbitrary.
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Figure 15: Smooth-to-shock problem. The scatter plot of density with ReALE and R-ReALE with 1000 gener-
ators. Black line: the reference solution. Red dots: ReALE, Blue dots: R-ReALE.

Table 1: Smooth-to-shock problem. The constants of the error model for ReALE and R-ReALE.

Time | method | C(t) gq(¢)

0.5 ReALE | 79.2 1.96
R-ReALE | 20.5 2.06
2 ReALE 47 113
R-ReALE | 56.3 2.05

estimated as

1 1 _
Ninactive = = X, 1)dx<0.1= (t)dx
t E {x\¢(x,t><o‘1¢<t>}¢< ) E {x|¢<x,t><o.1¢<t>}¢ )

1 - 1
<0l /¢>(t)az><:o.1E /qb(x,t)dx:O.lN.
The total number of active cells at time f can be estimated as
Nactive =N-— Ninactive =009N. (61)

This means more than 90% cells are active for R-ReALE at any time step. For ReALE,
because the meshes are close to a uniform one, the number of active cells depends on the
solution. For this test problem, number of the active cells for ReALE at t =0.5 is less then
20%. Therefore, the ratio of active cells between R-ReALE and ReALE is 90%/20% =4.5,
which is consistent with the ratio of C(t) at t=0.5.

At t =2, shock forms and ReALE shows 1-st order convergence and R-ReALE shows
2-nd order convergence. We plan to give the rigorous explanation of this fact in the future
paper.

To give an idea about relative efficiency of ReALE and R-ReALE, we calibrate the
number of generators of ReALE so that ReALE gives similar L1 error as R-ReALE does
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Figure 16: Smooth-to-shock problem. L1 density error vs. time for ReALE and R-ReALE

Table 2: Smooth-to-shock problem. Number of generators needed for ReALE to reach a similar L1 error as
R-ReALE.

Time | method N e(t) ratio of N time steps
0 R-ReALE | 4000 1.74e-04 0
ReALE | 31360 1.70e-04 7.84 0
0.5 | R-ReALE | 4000 3.86e-03 191
ReALE | 25000 3.81e-03 6.25 62
2 R-ReALE | 4000 1.03e-02 957
ReALE | 49000 9.98e-03 12.25 243

at t=0,0.5,2. From Table 2, one can see that at t =0.5, the ratio of the generator number is
6.25 and for t =2 it is 12.25. That is R-ReALE more “efficient” with respect to ReALE for
shocks then for smooth solutions.

Another metric related to efficiency is notion “equivalent” uniform mesh. This metric
widely used in AMR community, [47]. Given a mesh from a R-ReALE simulation at a
fixed time, we define the equivalent number of generators in a uniform mesh as

Neq =A/Anin,

where A is the area of the domain and A, is the minimal cell area of the R-ReALE mesh.
The N, and ratio N,; /N are presented in Table 3; For 1000 generators, the R-ReALE mesh
is too coarse and the shock is smeared, which leads to a lower ratio at { =2 than at t =0.
For smooth solution at t =0 and t = 0.5, the ratio is almost constant for N = 4000 and
N =16000. For discontinuous solution at f =2, the ratio increases as we refine the mesh,
which means R-ReALE becomes more “efficient” on the fine mesh. This is consistent with
the data in the Table 1 - R-ReALE has higher convergence order than ReALE for shock
waves.
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Table 3: Smooth-to-shock problem. N;: the equivalent number of generators in a uniform mesh and ratio

Neq/N - in parenthesis.

N t=0 t=05 t=2
1000 | 14087 (14.08) 6480 (6.48) 7363 (7.36)
4000 | 68790 (17.9) 40500 (10.12) 115710 (28.92)
16000 | 308570 (19.28) 185140 (11.57) 1604000 (100.2)

6.2 Sedov blastwave

We consider the Sedov blastwave in a uniform medium. In the initial time, the total
amount of released energy equals to 1 and it is deposited in the center of the domain.
The exact solution based on self-similarity arguments is available [34]. In numerical sim-
ulations, we deposit the released energy uniformly on a disk with radius ro =0.02. The
initial mesh for ReALE calculation is a “pseudo-polar” mesh which is Voronoi mesh for
generators distributed along the circles, such that the distance between them is approx-
imately equal along the circle and distance between circles is the same. In Fig. 17 (left
panel) we show such mesh in one quarter of computational domain for 16000 generators.
The same mesh is used as reference mesh to construct monitor at ¢t =0 for R-ReALE.

The initial states are given by

(1,1/(7tr?),0) r<rp

(peu)=

(1,1075,0)

r>ro

where r= (x2+y?)!/2. These states are projected to “pseudo-polar” mesh mesh. The final
time of the simulations is t=1. The computational domain is a disk with radius 1.2.
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Figure 18: Sedov problem. The pressure of the reference solution along radial direction at t=1.

Table 4: Sedov problem. L1 norm pressure error for ReALE and R-ReALE: gens. is the number of generators.
e(1), g(1) are the L1 pressure error and order at +=1.

method | gens. e(1) g(1) time steps
16000 1.349e-02 1236
ReALE | 32000 8.554e-03 1.31 1492
64000 5.851e-03 1.09 1716
16000 1.006e-02 1894
R-ReALE | 32000 5.235e-03 1.68 3273
64000 2.917e-03 1.68 5740

The initial adapted mesh (in one quarter of the computational domain) for R-ReALE
(B is chosen such that Ay / Apin =115) is shown in Fig. 17 (right panel).

The exact solution depends only on 7, [49]. To check the accuracy of the numerical
solution, we compute a reference solution with 20000 cells using the 1D code from [34] -
see Fig. 18 for the pressure of the reference solution at t=1.

We first compare ReALE and R-ReALE based on the pressure from the simulations
with 16000 generators. The top left panel in Fig. 19 shows the mesh from ReALE. Due
to the shock compression, the cell area on the shock is smaller than the initial one and is
increasing gradually towards the center of the domain. The bottom left panel in Fig. 19
shows the mesh from R-ReALE. All the small cells are on the shock. The mesh is adapted
to the solution. From the right column in Fig. 19, one can see that both ReALE and
R-ReALE preserve symmetry well.

To compare the performance of ReALE and R-ReALE, we present the simulation re-
sults with 16000, 32000 and 64000 generators. The B is chosen in such way that A5/ Apin
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Figure 19: Sedov problem - t=1, 16000 generators. The mesh and pressure contour on a quarter of the domain.
Top: ReALE, Bottom: R-ReALE.

for R-ReALE are 115, 160 and 230 correspondingly. To show how the mesh is adapted to
the solution in both cases, we present the zoomed view of the mesh and the pressure
color map for calculation with 64000 generators in Fig. 20. One can see that R-ReALE has
smaller cells near the shock and cells are more smooth. The Fig. 21 shows the cell area
plots for ReALE and R-ReALE calculations along the radial direction.

To check if an approximate CCVT is obtained at t =1, the scatter plots of the monitor
function and its integrals over cell for all cells are given in Fig. 22. One can see that
the deviation of the integrals from equidistribution is about 15%. This number can be
reduced if one increases accuracy of CCVT iteration.

The scatter plot of the pressure along radial direction is given in Fig. 23. The ReALE
shows overshoot near the shock and worse symmetry in comparison with R-ReALE,
which may be due to the fact that mesh for ReALE is not smooth “enough”. The Fig.
24 shows the history of the L1 error in pressure. The L1 pressure error of ReALE is about
twice that of R-ReALE.

The errors at t =1 for different level of mesh refinement are given in Table 4. One
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Figure 20: Sedov problem - =1, 64000 generators. The zoomed view of mesh and pressure contour. The view
window is [0.56,0.7] x [0.7,0.84].
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Figure 21: Sedov problem - t=1, 64000 generators. The scatter plot of the cell areas along the radial direction.
Blue dots: ReALE, Red dots: R-ReALE. Left: on the entire domain. Right: the zoomed view on the shock.

can see that ReALE shows approximately 1-st order convergence and R-ReALE shows
approximately 2-nd order convergence.

In the same Table we present number of time steps needed to reach final time. For
Sedov blastwave, the specific internal energy reaches its maxima in the center. Thus the
time step is determined by the cell diameter and the specific internal energy for the cell
in the center due to CFL condition. Since R-ReALE has smaller cell on the center, it needs
more time steps for each simulation.

The equivalent number of generators on a uniform mesh N,; and the ratio Ni;/ N are
given in Table 5. One can see that the “efficiency” of R-ReALE is decreasing over time
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Table 5: Sedov Problem. N;: the equivalent number of generators on a uniform mesh and ratio Ngg/N - in
parenthesis.

N t=0 t=0.5 t=1
16000 | 205630 (12.8) 141370 (8.83) 122270 (7.64)
32000 | 887040 (27.7) 514080 (16.0) 430850 (13.4)
64000 | 3231400 (50.4) 1966900 (30.7) 1809600 (28.7)
0.00024
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Figure 22: Sedov problem - t=1, 64000 generators. The scatter plot of the monitor function - left panel, and
its integral over the cells along the radial direction - right panel.
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Figure 23: Sedov problem - t =1, 64000 generators. The scatter plot of pressure along the radial direction.
Black line: reference solution. Blue dots: ReALE, Red dots: R-ReALE. The right figure compares ReALE and
R-ReALE near a zoomed region on the shock.

for fixed N, however, the “efficiency” of R-ReALE is increasing by a factor of 2 when the
number of generators increases by a factor of 2.



158

0.02

0.015

0.01

0.005

W. Bo, M. Shashkov / J. Math. Study, 48 (2015), pp. 125-167

Time

Figure 24: Sedov problem - 64000 generators: L1 pressure error vs. time.
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Figure 25: Shock cavity interaction. The initial mesh with 6000 generators. Top: ReALE, Bottom: R-ReALE.

6.3 Shock cavity interaction

In this section we present results for the problem of interaction between a planar shock
wave and a square cavity, [31]. Numerical study of this problem using ReALE was per-
formed in [26]. Here, we compare the simulation results from ReALE and R-ReALE with
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Figure 26: Shock cavity interaction. Top: shadowgraph from [31]. Mesh and pressure contour plots at =160
with 6000 generators: middle - ReALE; bottom - R-ReALE.

the experimental shadowgraphs from [31]. The computational domain is shown in Fig.
25. The initial states are

1.73%1073,1.75,15.3,0) x<—0.575
(o,p,u,0) =
PP O =Y " (1.14x1073,097,0,0) x> —0.575 ’

which correspond to an incident shock with Mach number M; =1.3. The equation of
state is ideal gas with v = 1.4. On the left-most boundary, a piston condition is used. It
moves with velocity (15.3,0) to maintain shock. All other boundaries are reflective walls.
Three simulations with 6000, 12000 and 24000 generators are performed with ReALE and
R-ReALE. The B is chosen in such way that Ay / Ayin for R-ReALE are 160, 226 and 320
correspondingly. The initial meshes for ReALE and R-ReALE with 6000 generators are
given in Fig. 25.

The Fig. 26 shows the mesh and pressure contour plots at t =160 as well as the
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Figure 27: Shock cavity interaction. Very top: shadowgraph from [31]. Pressure contour plots at +=2340. Left:
ReALE. Right: R-ReALE. Top to bottom: N =6000,12000,24000.

experimental shadowgraph from [31]. The original shock is reflected by the wall of the
cavity and forms three reflected shocks. The incident shock S; is strongest among all the
shocks. A vortex forms near the upper-left corner of the cavity. From the left column of
Fig. 26 one can see that on the shocks, the mesh from R-ReALE has smaller cells than
ReALE. One major difference between the two simulations is that R-ReALE has much
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Figure 28: Shock cavity interaction. Very top: shadowgraph from [31]. Pressure contour plots at t=420. Left:
ReALE. Right: R-ReALE. Top to bottom: N =6000,12000,24000.

better resolution for the vortex. This is because in the ReALE simulation, the diffracting
shock moves generators into the shocked regions, which makes the mesh coarser on the
vortex. For the R-ReALE simulation, the large density variation of vortex is detected by
the monitor function and more generators are placed on the vortex. The shocks are also
better resolved by R-ReALE then by ReALE.
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Figure 29: Shock cavity interaction. The mesh and pressure contour plots on a zoomed region on the vortex at
t=420. Left: ReALE with 24000 generators. Right: R-ReALE with 6000 generators.

The Fig. 27 and Fig. 28 allow to compare the pressure contours at t =340 and 420
under mesh refinement. One can observe that the size of the vortex has increased while its
center has slowly moved to the right of the cavity. With the same number of generators,
R-ReALE gives better results. R-ReALE with 6000 generators resolves the vortex better
than ReALE with 24000 generators. The Fig. 29 gives a zoomed view of the mesh on the
vortex. One can see that although R-ReALE uses much less generators, it has almost the
same cell area as ReALE has on the vortex.

Comparing the numerical results with the shadowgraphs from the experiment, one
can see that both ReALE and R-ReALE results are in a good agreement with experimen-
tal data. This numerical experiment constitutes a validation of both methods by demon-
strating their capabilities of producing physically accurate simulations of complex shock
wave structures.

7 Conclusion and Future Work

We have described a new adaptive reconnection-based arbitrary Lagrangian-Eulerian
method - R-ReALE. The R-ReALE method uses a monitor function as an indicator of
the error. The raw monitor function is scaled to avoid extremely small and large cells and
smoothed to guarantee gradual changes in cell size. We use the equidistribution princi-
ple for the monitor function and centroidal Voronoi tessellation machinery as a tool to
create adaptive meshes.

In the R-ReALE method the number of mesh cells is chosen at the beginning of the cal-
culation and does not change with time, but the mesh is adapted based on the modified
monitor function during the rezone stage of each time step.
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Using a series of test problems we have demonstrated the superiority of our new
adaptive R-ReALE method in comparison with the standard non-adaptive ReALE method.

In our opinion, the main strength of the R-ReALE method is that it combines the
robustness of the ReALE method (due to reconnection) with an adaptation capability.

The construction of the monitor function is problem and goal dependent and we do
not present a new monitor in this paper. However, there are new developments even
for Hessian-based monitors [33], and we are planning to explore other monitors in the
future.

Work has already begun on creating an A-ReALE method in which we will be able to
add and remove generators during the rezone stage; this method has obtained promising
results and will be published in in a future paper.
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A  Appendix: “Smooth-to-Shock” solution

Here, we follow the method in [55] to construct a smooth solution of the 1D gas dynamics
equations. We will show that for smooth initial conditions, the gas dynamics equations
have smooth solutions before a critical time ¢4, and develop shock(s) after t,ocr. We
consider gamma-law equation of state and the isentropic fluid with p = p7. The two
Riemann invariants of the gas dynamics equations are

2
=u+t——aq, Al
Xy =1U 7_101 (A1)
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where u is the velocity, a is the sound speed and <y is the adiabatic constant. Along each
characteristic line, we have

day dx
T 0 along i uzta. (A.2)
Take v =3, (A.1) is rewritten as
ar=usta. (A.3)
Substitute the above equations into (A.2), we have
doy dx
T 0 along Fri . (A4)

From (A.4), it can be seen that all characteristic lines are straight lines. Moreover, (A.4)
are equivalent to two Burgers equations

Bzxi Bzxi .
The characteristic lines of the two Burgers equations (A.5) are
x=n+xay(n,0)t, (A.6)

where 7 is the starting point of the characteristic lines at time t=0. In order for (A.5) to
have a smooth solution, the characteristic lines do not intersect with each other:

o g 0we(m0), o (A7)
a1 a1
From (A.7), we compute the time of shock formation
. oas(n,0 -1
tshock =min iai) (A8)
U n

The above methods can be used to solve the gas dynamics equations when the initial
states are smooth. Assume the initial states are given by p(x,0), 1(x,0), a(x,0), The initial
conditions for (A.5) can be obtained from (A.3):

ay(x,0)=u(x,0)%a(x,0). (A9)

Given a 1D region and reflecting boundary conditions, the exact solution of the system
(A.5), (A.9) can be solved using methods of characteristics. The solution of the gas dy-
namics equations (remember y=3) can be obtained using (A.3) and isentropic conditions:

oy (xt)+a(xt) ay (o) —a_(xt)

u(x,t)= 5 ,a(x,t) 5 , p(x,t):%a

(x,t).  (A.10)

Then pressure is obtained from isentropic conditions

p(x,t)=p(x,t)°, (A.11)
and internal energy is obtained from equation of state

e(x,t)=p(x,t)/(2p(x,t)) =p(x,t)?/2. (A.12)
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