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Abstract. The objective of this paper is to review recent developments in numerical re-
construction methods for inverse transport problems in imaging applications, mainly
optical tomography, fluorescence tomography and bioluminescence tomography. In
those inverse problems, one aims at reconstructing physical parameters, such as the ab-
sorption coefficient, the scattering coefficient and the fluorescence light source, inside
heterogeneous media, from partial knowledge of transport solutions on the boundaries
of the media. The physical parameters recovered can be used for diagnostic purpose.
Numerical reconstruction techniques for those inverse transport problems can be
roughly classified into two categories: linear reconstruction methods and nonlinear re-
construction methods. In the first type of methods, the inverse problems are linearized
around some known background to obtain linear inverse problems. Classical regular-
ization techniques are then applied to solve those inverse problems. The second type
of methods are either based on regularized nonlinear least-square techniques or based
on gradient-driven iterative methods for nonlinear operator equations. In either case,
the unknown parameters are iteratively updated until the solutions of the transport
equations with the those parameters match the measurements to a certain extent.

We review linear and nonlinear reconstruction methods for inverse transport problems
in medical imaging with stationary, frequency-domain and time-dependent data. The
materials presented include both existing and new results. Meanwhile, we attempt to
present similar algorithms for different problems in the same framework to make it
more straightforward to generalize those algorithms to other inverse (transport) prob-
lems.
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1 Introduction

Inverse problems related to the radiative transport equation have been extensively stud-
ied in recent years; see for example the reviews [14, 88-90]. In those inverse problems,
the objective is to reconstruct some of the physical parameters in the transport equa-
tion inside spatial domains from partial measurements of the transport solutions on the
boundaries of the domains. Apart from their applications in medical imaging, which we
will address below, inverse transport problems emerge from many other areas of scien-
tific research, including intensity modulated radiation therapy (IMRT) [8, 24], imaging
in random media [15, 18], semiconductor design [31], remote sensing [6,17, 19, 50, 103,
113-115, 119, 125, 126, 132], reactor physics [3, 82, 83] as well as ocean and atmospheric
optics [29,46,91,118]. For readers interested in more applications, we refer to the refer-
ences [20-22,26-28,102,103,127] and the references cited there.

In this paper, we are interested in the application of inverse transport problems in
medical imaging. Three major applications that we will focus on are the fields of diffuse
optical tomography (DOT), fluorescence tomography (FT) and bioluminescence tomog-
raphy (BLT).

Diffuse optical tomography is a biomedical imaging modality that utilizes diffuse
light as a probe of tissue structure and function [9]. In diffuse optical tomography,near
infra-red light are sent into biological tissues. The outgoing photon current at the surfaces
of the tissues are then measured. We then want to infer the optical properties of the
tissues from the knowledge of those measurements. These optical properties can be used
for diagnostic purposes. Applications of optical tomography include, but not limited to,
brain [40], breast [85] and joint imaging [97,104]. We refer interested reader to [9,11,55,
65] for recent developments on theoretical and experimental aspects of diffusion optical
tomography.

In optical molecular imaging such as fluorescence and bioluminescence tomogra-
phy [81], we seek to determine the spatial concentration distribution of biological light
sources inside tissues from measurements of the light current on the surface of the tissue.
The light sources can come from either the fluorescent biochemical markers that we in-
jected into the biological object, or bioluminescent cells of the object. In the former case,
the markers have to be excited by an external light source, while in the later case, the cells
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emit light automatically. The two imaging strategies are called fluorescence tomography
and bioluminescence tomography, respectively. The distribution information of either
light source will serve as diagnostic tools to differentiate healthy and cancerous tissues.
We refer interested reader to [32,38,58,60,68,81,99,117] and references therein for recent
developments on optical molecular imaging.

In both diffuse optical tomography and optical molecular imaging, the law that gov-
erns the transport of near-infrared light in tissues, denoted by u(x,0) (or u(t,x,0) in time-
dependent case), is the radiative transfer equation that we will introduce in next section;
see, for example, Eq. (2.1) below. Optical properties of the tissues, for example the ab-
sorption coefficient (X, in Eq. (2.1) below), the scattering coefficient (Xs in Eq. (2.1) be-
low), and the bioluminescence source (¢(x) in Eq. (2.8) below) appear as parameters in
the corresponding transport equation. The objective of diffuse optical tomography is thus
to reconstruct the absorption and scattering coefficients from boundary measurement of
photon current, and that of optical molecular imaging is to reconstruct the distribution of
the fluorescence and bioluminescence sources from boundary measurement. Both prob-
lems are then formulated as inverse transport problems [12,13,34,35,42-44,73,120,122].

Let us mention that the advantage of optical imaging over traditional imaging modal-
ities, such as X-ray imaging, is that optical imaging is non-invasive and it provides func-
tional (rather than anatomical) information. Optical imaging devices are also less ex-
pensive in general. However, unlike in X-ray imaging, there is, in general, no analytical
reconstruction formulas available for optical imaging, except in very specific geometri-
cal settings such as those in [111]. We thus have to rely on numerical computations in
most cases. At the same time, the inverse transport problems in optical tomography and
optical molecular imaging are in general ill-posed, or even severely ill-posed sometimes,
in the sense that assuming uniqueness holds, the stabilities of the reconstructions are
very poor. The resolution of optical methods is thus not comparable to traditional X-ray
imaging.

Numerical reconstruction techniques for inverse transport problems fall roughly into
two categories: linear reconstruction methods and nonlinear reconstruction methods. In
the first type of methods, the inverse problems are linearized around some known back-
ground states to obtain linear inverse problems that are of the form (3.6) below. Clas-
sical regularization techniques are then applied to solve those inverse problems. Let us
mention that unlike in many inverse problems for partial differential equations, where
the Green’s function for the homogeneous background is known analytically, analytical
Green’s functions are almost never available for even very simple settings in transport
theory. Those Green’s functions that are needed have to be evaluated numerically to
construct the forward map in the linear inverse problems. So linearization methods in
inverse transport are also computationally expensive. This fact will be made clear in the
following sections.

The second type of reconstruct methods works directly on the nonlinear inverse prob-
lems. Those methods are iterative in nature. In most cases, the inverse problems are
formulated as the problems of minimizing the discrepancy between predictions by the
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transport model and the measurements. Iterative methods, such as those of Newton’s
type, are then applied to solve those nonlinear optimization problems. Other iterative
methods based on local linearization have also been introduced. In general, iterative
reconstruction schemes are even more computationally expensive, not to mention that
they converges only locally despite of globalization strategies, such as line search, often
employed.

The objective of this paper is to review recent developments in numerical methods for
inverse transport problems in medical imaging applications. Before we present details,
let us remark that the reconstruction methods we discuss in the following sections can
be applied to almost any kinds of discretization on the radiative transport equation. In
other words, the inversion methods are independent of how accurate the forward prob-
lem are discretized numerically, although the quality of the reconstructions will certainly
depend on how the accurate the forward problems are solved; see more discussion in
Section 6. We will thus not review many results in transport discretizations but refer, in
a very subjective way, interested readers to the references [4, 5,75, 76, 84, 87,106], know-
ing that the list is by no means complete. Let us also mention that since the radiative
transport equation is posed in phase space, involving both spatial and angular variables,
any reconstruction method, as long as it requires the numerical solution of the transport
equation, will be extremely expensive.

The rest of the paper is organized as follows. In Section 2 we introduce briefly the
transport models for optical tomography and optical molecular imaging. We also recall
various types of measurements available in the community. We then review the basic
procedure of linearized reconstruction in Section 3. Nonlinear iterative reconstruction
schemes, including quasi-Newton methods such as Gauss-Newton, BFGS, Levenberg-
Marquardt algorithms, that are based on least-square formulations and other methods
such as the nonlinear Kaczmarz method that are not based least-square formulation, are
presented in Section 4. In Section 5 we review some special methods used to reconstruct
features in the unknowns. A summary and some concluding remarks are provided in
Section 6.

2 Inverse transport problems in medical imaging

We review in this section the formulation of the inverse transport problems in optical
tomography, fluorescence tomography and bioluminescence tomography, three major
applications of the inverse radiative transport problems. We need the following nota-
tions. We denote by () C R" (n =2,3) the spatial domain of interest, with sufficiently
regular boundary 0Q). Although practical applications are all posed in three dimensional
space (n=3), inverse transport algorithms that we will describe are in general indepen-
dent of spatial dimensions. We denote by S"~! the unit sphere in R”, the space of light
propagation directions, and 6 € S"~! the unit vector on the sphere. We then denote by
X =QxS"! the phase space in which the radiative transport equation is posed. We
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define the boundary sets of the phase space, I'+, as
Ii={(x,0)€00xS" st +0-v(x)>0}

with v(x) the unit outer normal vector at x € 0Q). The measure one can then introduce on
I'yisd{=10-v(x)|do(x)d6 with do(x) the surface measure on 0Q).

2.1 Diffuse optical tomography

In diffuse optical tomography, near infrared lights are sent into tissues to be probed. The
propagation of NIR light in tissues is governed by the following phase space radiative
transport equation for photon density u(x,0) [9]:

0-Vu(x,0)+X(x)u(x,0)=Xs(x)K(u)(x,0) in X,

u(x,0)=g(x,0) on I'_. 1)

Here the non-negative functions 0 < X(x),%s(x) € L®(Q)) are the total absorption coeffi-
cient and the scattering coefficients, respectively. The physical absorption coefficient is
given by

Y (x) =2(x) — s (x).

The function g(x,0) € L1(T'_,d() is the incoming light source. The scattering operator K
is defined as
K(u)(x,0) = / K(0-0)u(x,0)de,
1=
where the kernel K(8-6") describes the way that photons traveling in direction 6’ getting
scattered into direction 6. The normalization condition

/ K(6-0)d0'=1, Voes'!
S

should hold. In practical applications in biomedical optics, K is often taken to be the
Henyey-Greenstein phase function [9,107]. Also, physical absorption always exists in
biological tissues, so X,(x) >0 (thus X(x) > Xs(x)).

Measurements in optical tomography experiments are generally taken on the bound-
aries of the interested regions. We thus introduce the measurement operator, a bounded
linear functional M, acting on u(x,0). In typical optical fiber based measurement, the
measurement operator is defined as [9]

(Mu)(x)= [

- 0-v(x)u|r, de. (2.2)

This is nothing but the outgoing current of photons on the boundary of the domain. In
CCD cameras based measurement, the measurement operator is defined as

(Mau)(x,0)=u(x,0)|r, . (2.3)
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This is just the solution of the transport equation on the boundary of the domain in out-
going directions. It is clear that data in this type of measurement is more rich than those
in (2.2) since angularly dependent information are collected.

The goal of optical tomography is thus to reconstruct the optical properties of tissues,
the functions X (x) and Xs(x), from the full knowledge of the map A: g— Mu. In practice,
however, only a finite source-detector pairs can be used in the measurement process. We
thus have only partial information on the map A. {G(x,6; xd}é\]i , Let us denote by N, the
number of sources, N; the number of detectors that can be used in an optical tomography
experiment and Ny the number of directions in which measurements can be taken. Then
the total data set we have is

N, N,
N, q Ne N, a

{ 8q/ { Zg,d }dil }qzl or { 8qr {H Zg,d k }k:kl }dil }qzl' (2.4)

depending on which measurement type we have. Here g, is the g-th source, z,4 =
(Miug)(xg) is the measurement corresponding to the d-th detector and

Zq,d,k = (./\/lzuq) (xd,ﬂk) .

The inverse transport problem in optical tomography can now be formulated for-
mally as:

Problem 2.1. To reconstruct the functions X, (x) and X;(x) in the radiative transport equa-
tion (2.1) from the data set (2.4).

The numerical methods we will present in Section 3 depend slightly on what type of
measurements are taken. The nonlinear reconstruction methods in Section 4, however,
will be almost independent of the measurement operator. We will make those points
more clear later.

There is extensive literature on optical tomography with the radiative transport equa-
tion. We refer interested readers to [14,42,56,64,80,107,111,124] and the references cited
there.

2.2 Fluorescence tomography

Fluorescence tomography (FT) is a molecular imaging technique in which fluorescent bio-
chemical markers are injected into biological objects. The markers will then accumulate
on target tissues and emit near-infrared light (at wavelength A™) upon excitation by an
external light source (at a different wavelength which we denote by A*). Both the propa-
gation of the external light source and the fluorescent light in the tissues are described by
the radiative transport equation. So we have a system of two radiative transport equa-
tions in this case:

0-Vu*(x,0)+2*(x)u*(x,0) =XXK(u*)(x,0) in X,
0-Vu™ (x,0)+X" (x)u™ (x,0) = 27K (u™) (x,0) + X7 () E(u*)(x) in &, (2.5)
u*(x,0)=g¢*(x,0), u™(x,0)=0 on I'_.
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Here the superscripts x and m denote the quantities at the excitation wavelength and
emission wavelength, respectively. The total absorption coefficients are

XM Zgl,m + fom + Zéc,m )

Here 71" and Y77 are absorption due to chromophores and fluorophores, respectively.

E(u*) is the average of u*(x,0) over direction variable 0. In other words, the operator E
is defined as

E(u¥)(x) = /S w(x8)de. 2.6)

In fluorescence imaging, the coefficients X7, Z"} and X} are all assumed to be known
already by other techniques (such as optical tomography). So the main interest is to re-
construct the coefficients £J; and X7 (and thus the emission light source 7 (x) E(u”) (x))-
The data measured is the map A: g — (Mu*, Mu™) with the measurement operator M

given by (2.2) or (2.3). In practice, the total data set we have is

Lop Y o g e mdiin L, @)
8¢r Vg Zq Sa=1 f a7 W Zqdfr Zqdkik=11d=1 f _;’ '
where again g7 is the g-th excitation source,

q,d - <Muxm)< ) Z;,’ka: <Mu;,m)(xd/9k)

are measurement taken at wave length A*™. Now the fluorescence inverse problem can
be posed as:

Problem 2.2. To reconstruct the two absorption coefficients X} f( x) and X7, (x) in the sys-
tem (2.5) from the data set (2.7).

Note that in the fluorescence tomography problem, since the first transport equation
only involves quantities at the excitation wavelength, the problem is reduced to optical
tomography problem if we only have measurements at the excitation wavelength. If
we only measure at the emission wavelength, we can at most reconstruct the product
nx f( x)E(u*), not & f( x) since E(u*) is not known. We thus have to measure at both
wavelengths.

For recent development in fluorescence tomography, we refer interested readers

0[69,79,105,116,117] and references therein.

2.3 Bioluminescence tomography

Bioluminescence tomography (BLT) is another optical molecular imaging technique in
which we attempts to recover the distribution of light sources of bioluminescent cells.
Since those bioluminescence cells emit light automatically, there is no need to have exci-
tation light in this case. The same radiative transport equation can be used to describe the
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propagation of bioluminescent photons in tissues, and since we do not need excitation,
the non-incoming boundary condition has to be imposed. The equation reads

0-Vu(x,0)+X(x)u(x,0) =Xs(x)K(u)(x,0)+g(x), 2.8)
u(x,0)=0, (x,0)erl_, '
where both the scattering and absorption coefficients are now assumed to be known. The
measurement now is the solution on the boundary of the domain, h(x,0) =u(x,0)|r-, or
in practice

Ng

N
{ {zax=10xa00) 1B, }
where again Nj is the total number of directions at which we can measure the out-going
photon densities.

The inverse transport problem in bioluminescence tomography can now be formu-
lated formally as:

o (2.9)

Problem 2.3. To reconstruct the bioluminescence source function g(x) in equation (2.8)
from the data set (2.9).

As we have mentioned above, what makes bioluminescence tomography unique is
the fact that since no excitation is needed, there is very little background autofluores-
cence. So we can obtain a better signal to noise ratio in this case than in the case of
fluorescence tomography. This feature makes bioluminescence tomography a promising
imaging technique in probing molecular and cellular processes.

We refer interested reader to references [30,36,37,61,128] for recent advances in the-
oretical and practical studies on bioluminescence imaging. Note that most of the work
on model-based bioluminescence imaging are based on the diffusion equation, not the
radiative transport equation that we focus on in this review.

Let us finally remark that bioluminescence tomography is a linear inverse source
problem for the transport equation. The fluorescence tomography is also an inverse
source problem (for wavelength A™) but is coupled with an optical tomography prob-
lem for the coefficients (for wavelength A¥). Fluorescence tomography is thus a non-
linear inverse problem. Apart from fluorescence and bioluminescence tomography, in-
verse source problems for the radiative transport equation have also applications in other
fields; see for example [22,66,86,101,110,115].

2.4 Miscellaneous extensions

The optical tomography, fluorescence tomography and bioluminescence tomography
problems we described in the previous sections can be generalized when different data
types are available in practice.

The first generalization is to consider time-dependent case. In this case, the term %%
is added to the transport equations, with ¢ denoting the speed of light in tissues. One
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can thus measure the time evolution of the photon currents on the boundary of the do-
main. In terms of the notation before, the measurement we have for optical tomography
is still (2.4) except that each data point z, 4 (or z, 4 x(t)) is now a function of ¢ € (0,tmax):

(a0 (a0} or {20 Uma@P ) @1

7=1

The time-dependent data for fluorescence tomography is now

N, N,
RSO ORI FORTEMOIEONARY b
(2.11)
Reconstructions with time-dependent measurement for both optical tomography and flu-
orescence tomography have been investigated in the past. Most of those investigations
use diffusion equation as their model of photon propagation [116,117].

Frequency domain measurement is a cheaper alternative to the expensive time-
dependent measurement. Essentially, this is Fourier domain technique. The intensity
of the incoming source is modulated to some specific frequencies, so that we have the so
called propagation of photon density waves. Mathematically, this is just a Fourier trans-
form of the time-dependent problem. So we just need to replace the term 1 %‘t‘ by 4% with
w the modulation frequency used. Ideally if we can measure data for all w, we can do an
inverse Fourier transform to get time-dependent measurement. In practice, one can only
measure data for a few (say, N,,) frequencies. The data available in this case for optical
tomography is thus, assuming measurement of type (2.2),

N, Mo
{&,(w)l{zq,d(w) P }qzl, we{wy, -, wn,}- (2.12)

The same type of frequency-domain measurements can be realized in fluorescence to-
mography. Reconstructions with frequency-domain measurement for both optical to-
mography and fluorescence tomography have been investigated in the past; see for ex-
ample [69,107].

A recent attempt to improve bioluminescence tomography is to introduce multiple
spectral measurements. The technique is thus called multispectral bioluminescence to-
mography [39,61,129]. Here it is assumed that one can measure light at different wave-
lengths. The transport equation in this case is

0-Vu(x,0,A)+X(x,A)u(x,0,A) =25 (x,A)K(u)(x,0,A)+g(x,A),

u(x,0,A)=0,  (x0)€l_. (2.13)

The measured data is again /1(x,0,A)=u(x,0,A)|r, . In practice, we can measure for several
(say, N,) different A, so the data set we have is

{{zd,k( ) =h(xg,00,A) }N¢ 1} Cre{An) (2.14)
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It is obvious that although we enriched our data set by measuring at different wave-
length, we also introduce an extra variable for the unknown function (g(x) becomes
g(x,A)). Now if there is no a priori information on the source g(x,A), we are back to
the usual bioluminescence problem for each wavelength. In fact, it is assumed in mul-
tispectral bioluminescence tomography that g(x,A;) =w(A;)§(x) with w(A;) known and
satisfies ZIN’\w(Ai) =1. Thus the multispectral data will help us to average out noises
in the reconstruction of §(x). We remark that the multispectral reconstruction can be
roughly decomposed into N, single spectral reconstruction problem (i.e., to reconstruct
{g(x,}\i)}f\gl) plus a data processing problem (i.e., to recover §(x) from {g(x,/\i)}f\gl). So
we will not cover the topic in the following sections.

2.5 Remarks on uniqueness and stability

Inverse transport problems in optical imaging have been extensively analyzed mathe-
matically in recent years [16, 33-35, 121-123, 130]. For a very complete review on the
subject, we refer to the reference [14] where uniqueness and stability results on various
types of inverse transport problems are presented in more general settings than the cases
we considered here. Here we only briefly mention the following results on a formal level,
without being mathematically precise. To ensure the well-posedness of the forward trans-
port problem (in appropriate function spaces, depending on the regularity of the source
functions), we assume that

0<X,(x),Ls(x) €L®(Q), sothat X(x)=X,(x)+Xs(x)>Xs(x).

We also assume that the scattering kernel £(0-6") (>0 a.e.) is regular enough (say, K
belongs to L!(S"~1)) with respect to both 8 and @', which is clearly true for the Henyey-
Greenstein phase function that is commonly used.

For the inverse coefficient problem in optical tomography, it is shown [14] that, as-
suming K is known:

(i) If we measure time-dependent, angularly-resolved data,
A:g(t,x,0)—u(t,x,0)|r,,
then both X, (x) and X(x) can be uniquely and stably reconstructed in dimension n > 2;
(i) If we measure time-independent, angularly-resolved data,
A:g(x,0)—u(x,0)|r,,

then X,(x) and Xs(x) can be uniquely reconstructed when n=3. When n =2, ¥,(x) can
be uniquely reconstructed if X;(x) is known. Moreover, the reconstruction of X, is stable;

(iii) If we measure time-dependent, angularly-averaged data,

Az |v(x)-0[g(t,x) = (Mu) (£,x)]a0,
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then X, (x) and Xs(x) can be uniquely reconstructed when n > 2; (iv) If we measure time-
independent, angularly-averaged data,

Az fv(x)-8]g(x) = (Mu) (x)]an,

only X, can be uniquely reconstructed and the reconstruction is severely ill-posed. For
the bioluminescence inverse source problem in Section 2.3, it is shown under some con-
ditions on K that g(x) can be uniquely reconstructed from measurement of u(x,0)|r, .

These statements, although not mathematically precise, provide a flavor of unique-
ness results in optical tomography and bioluminescence tomography. In fact, many of
the uniqueness statements above can be generalized to more complicated absorption,
scattering coefficients and the kernel K; see the review paper [14] for more precise math-
ematical presentation of the above uniqueness results. Note that these uniqueness results
are obtained with infinite number of source detector pairs, i.e., with all possible sources
and measure at each point on the boundary. In practice, we never have such measure-
ments since our number of source-detector pairs is always finite (and often small).

For the fluorescence problem in Section 2.2, it is clear that to uniquely reconstruct the
product #X¥ f(x), we need at least data of the following type:

A:[u(x)-0]g(x) = (Mu¥(x) ey 4" (x,0)|r. ).

With these data, we can reconstruct uniquely %7, +%7 f and u*(x,0) from the first equa-
tion with measurement at wavelength A*. The second equation and the measurement at
wavelength A™ would allow us to reconstruct uniquely 7%} fE(ux). It is then clear that
X and 2, can be reconstructed uniquely provided that 7 is known.

For the multispectral bioluminescence tomography problem (2.13), we can deduce
from the above-mentioned results that full measurement at wavelength A; will allow us
to reconstruct uniquely the quantity

g(xAi) =w(A;)g(x).

If the weight w(A;) is known, then we can of course obtain uniquely ¢(x). When noisy
measurement are used, we can first perform reconstructions at all N, wavelengths to get
N, estimates of §(x). We then take an average over the N, reconstructions to get a better
estimate of §(x), (1/N,) Zf\i\l g(x,A;)/w(A;). This is why multispectral measurements are
useful. In fact, it is shown in [36,61] that one can obtain better reconstruction of §(x) even
in the case where {w(A;) 11.\21 are not known exactly.

As we have mentioned above, the stability of reconstructions in optical imaging with
angularly averaged measurements is usually very low. In fact, theory shows that the
reconstruction in this regime is exponentially unstable [14], very similar to the case of
optical imaging with diffusion equations. More detailed analysis [111] shows that the in-
stability mainly happens in the depth direction. In other words, the resolution of diffuse
optical tomography in the depth direction is extremely low, while the resolution in the
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transverse direction is controlled by sampling. We will not discuss the issue further in
the following sections but refer interested readers to the above-mentioned references.

Let us conclude Section 2 by the following two remarks. The traditional imaging
techniques such as X-ray tomography uses high-energy so that scattering effect can be
neglected [95,96]. Thus, the transport equations involved there for the propagation of
X-rays are the free radiative transport equation without the scattering term (i.e., the op-
erator K). The inversion for those transport equations are thus, although still highly
nontrivial, significantly simpler (computationally) than the cases we considered in this
work; see the reviews in [93,94].

In practical applications, all the data we measured are polluted by noise of various
sources. Dealing with noisy data is itself a challenging research topic. In inverse trans-
port community, this issue is often addressed by introducing regularization techniques.
In the presentation below, we will assume that the data we used are noisy as well and
incorporate simple regularization strategies in the algorithms we present. We will not
address the question of how to choose optimal regularization parameters, such as the j
in (3.24) below, but refer interested readers to the classical monograph [47] and references
therein.

3 Linearized reconstruction methods

We have seen from the previous section that both optical tomography and fluorescence
tomography are nonlinear inverse transport problems. For those nonlinear inverse prob-
lems, it is often desirable to linearize the problem around some known (not necessarily
constant) background to obtain linear inverse problems. In fact, this is often what is done
in the field [25,74]. We study the procedure of linearization of nonlinear inverse transport
problem in this section. Let us start with optical tomography:.

3.1 DOT with stationary measurement

Let us first consider the situation where we have measurement of type (2.2), i.e., assuming
that we have data (2.4). Let us assume that the physical absorption coefficient is what
we are looking for. We consider the case where X,(x) can be written as superposition
of a known background X (not necessarily constant) and a perturbation %,(x) from the
background. In other words,

Y, (x) =204+, (x). (3.1)
We then linearize the problem around the background XJ. We denote by Ug(x,()) (1<g<

N,) the solution of the transport equation (2.1) with the known background £ for source
8g- Then Up(x,0) solves the transport equation

6-VUC(x,0)+E0(x) U0 (x,0) =, (x)K(UD) (x,8) in X,

Ug(x,ﬂ) =g4(x,0) on I'_, (3.2)
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with 20(x) = Z9(x) +Xs(x), where both X2(x) and s(x) are assumed known.
The solution of the full problem can then be written as

uy(x,0) = Ug(x,())—l—ﬂq(x,()), (3.3)

where i1,(x,0) is the perturbation in the solution caused by the perturbation ¥,(x) in the
coefficient. The equation satisfied by the perturbation 7(x,8), to the first order, is

0-Vilg(x,0) +20(x)il,(x,0) =Zs(x)K(15) (x,0) — £, (x) Ug(x,e) in X,

iiy(x,0) =0 on I'_. (34)

We now introduce the adjoint (in 12 sense) Green’s function G(x,60;x;) for the homoge-
neous problem

—0-VG(x,0,x7) +Z°(x)G(x,0;x7) =Zs(x)K(G)(x,0;x4) in X,

G(x,0;x4) =d(x—xy) on I'y, (35)

for x; € 0Q). Note that since the transport operator is not self-adjoint, the boundary con-
dition is now putonT.

If we multiply (3.4) by G(x,6;x,;) and integrate over phase space X, and multiply (3.5)
by ii,(x,0) and integrate over the phase space, we obtain

/Q £, (0) ( /S  U(x,0)G(x,0;x,)d0) dx=— /S n(xg)02y(x1,0)[r,d0.  (3.6)

The right hand side of Eq. (3.6) is nothing but the difference between measured data and
prediction from the background problem, i.e.,

2‘q,d: - (Zq,d_ (Mluglr+)(xd))/

which is now treated as the new data. The kernel for this linear integral equation,
f gn-1 UngB is known since it only involves transport solution (and Green’s function)
for the background medium. We have thus constructed a linear map that maps the per-
turbation of absorption coefficient, ia(x), to measured data. The inverse problem can
now be solved by inverting the linear map (3.6).

In practice, let us assume that we have a numerical procedure, say a quadrature rule,
to discretize the integral equation (3.6), and assume that we discretize ¥, (x) on a mesh of
Nq nodes, {yx} ,I(\[:Ql. Then, after collecting the discretization for all N, sources, we obtain
a linear system of algebraic equation of the form

AY,=2Z, (3.7)
with the matrix A € RMNoNa)*No and the column vector Z € R(NiNa)*1 are of the form

A=[AT, - AR5 Z=[2(,.23,)% (3.8)
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with
Ny N, _ T~ mNix1
AgeRYN*N0 - Zo=Tz,1,,2gN,]” €ER™MY, <g<N,.

The superscript T is used to denote the transpose of a quantity. The £, € RN+*! now
denotes the column vector that contains the value of the function ¥, on the mesh nodes.
The elements of the matrix A is given by

(Aae=8 [ US(yi®)Glyi0ix)ae, 59)

Sn—

with ¢ (1 <k <Ngq) the weight of the quadrature on the kth element.

3.2 Generalization to other measurement types

We can generalize the linearization method to problems with other measurements. For
example, if instead of considering angularly averaged measurement (2.2) we consider
measurement of the form (2.3), we can construct a similar linear problem by following
the same procedure as above. The only difference would be to replace the source 6 (x—x;)
in the equation for the Green’s function, i.e., Eq. (3.5), by 6(x—x,)6(8—8); see Eq. (3.22)
below. Let us denote the Green’s function in this case by G(x,e;xd,é). Then the same
procedure would provide us the following linearized problem

/Qia(x) </S’HUg(x,B)G(x,G;xd,@)dB) dx:—é-n(xd)ilq(xd,@). (3.10)

Here again the right hand side is nothing but the measured data (multiplied by the
known factor —8-n(x;) which, when the measurement direction is taken to be n(x),
is just —1). The integral equation (3.10) can be discretized to obtain a linear algebraic
system that is very similar to (3.7).

Frequency-domain data (2.12) are often used when both the absorption and the scat-
tering coefficients have to be recovered. In this case, linearization techniques can also be
developed. Assuming we want to recover both absorption and scattering perturbations,
we can follow the same procedure as before to obtain

[ 200 ([ US(wx0)Glwx0xi)d6 ) ax
+/Qis(x) (/SM (Ué’—K(Ui?))G(w,x,e;xd)de)dx

—_ /S n(xg) 011y (,x,,0) . d6. (3.11)

where Ug(w,x,()) solves the frequency domain transport equation, i.e., Eq. (3.2) with a

term % Up on the left hand side, with background coefficients 22 and 22, and G(w,x,0;x;)
is the corresponding adjoint Green’s function. Now since the integral equation (3.11) is
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complex, we can split it into two separate equations for the real and imaginary parts.
After discretization, we can obtain system of equations of the form (3.7)

AL, +BL, =2, (3.12)
A2y +BXs=Z;.
Here the subscripts r and i are used to denote the real and imaginary part, respectively.
The matrices A, and A; come from the discretization of the first integral in (3.11). Ma-
trices B, and B; come from the discretization of the second integral. It is hoped that
when the modulation frequency w is non-zero, one can solve (3.12) to recover both %,
and ;. This separation between the two coefficients is not possible when only stationary
angularly-averaged measurements are available.
To generalize the linearization method to time-dependent problems, let us assume
that we can have measurements up to time t,,,,. We thus consider the following initial
and boundary value problem for the transport equation

aa—Ltl—|—9-Vu(t,x,9)—I—Z(x)u(t,x,ﬂ):ZS(X)K(u)(t,x,B) in (0,tmax) X X, (3.13)
u(0,x,0)=0 in Q, u(t,x,0)=g(t,x,0) on (0,tmax)xT_.

Note that it is not crucial to assume the zero initial condition. Follow the procedure in
Section 3.1, we obtain, with the same notation as before,

tmaX
3 0 .
/Q £ (x) ( /0 /5 US(6,x,0)G(t,x,0;x)d6dt ) dx
tmaX
—_ / /]n(xd)-Bﬁq(t,xd,6)|r+d6dt. (3.14)
0 Sn—

Here the adjoint Green’s function is the solution of

_aa_(t;_e-VG—i-ZO(X)G(t,X,e}Xd):ZS<X)K<G)<t/X'9;Xd) i O] 1)

G(tmax,x,0)=0 in X, G(t,x,0;x5) =0(x—x4)  on (0,fmax) XTI,
which is an evolution equation that starts from t =tn,y, not t =0.

The linear integral equation (3.14) can be discretized again to obtain a system of linear
equation of the same form as (3.7), with the elements of the coefficient matrix given by

tmax
(A= [ [ US(y00)G(t,yi,0:x1)d0at (3.16)

This indicates that the solution of the linear inverse problem will depend on tmax (since
(Ayg)ax is a function of tmay).



16 K. Ren / Commun. Comput. Phys., 8 (2010), pp. 1-50

3.3 Linearization in fluorescence tomography

The nonlinear fluorescence tomography problem can also be linearized to obtain linear
problems around some known background. The procedure is very similar to the lin-
earization we have just presented. However, due to the fact that fluorescence tomogra-
phy involves a coupled system of two transport equations, extra efforts are needed. With
similar notations as before, the equations for the perturbations are

6- Vit + 20 (x) it = X5 (x) K (itg) — (£ + af)tol"" ) in X,
0-Vay -+ X (x) iy =X (x)K () + 7S5 E(UF ) +nif E(ay)  in X, (3.17)
7 (x,0)=0, @'(x,0)=0 onT_,

where U;’O and UZ;Z’O are the solutions with background optical parameters. Let us intro-
duce the adjoint boundary Green’s functions, G*(x,60;x;) and G™(x,6;x;), that solve

—0-VG*+2*0(x )G"—Z" x)K(GY)(x,6;x4) in X,
—0-VG"+2"(x)G"=X"(x)K(G™)(x,0;x;) in X, (3.18)
G*(x,0) =46(x—xy), Gm( x,0)=05(x—x4) on T',.

Note that if measurements are only taken at wavelength A", then the J(x—x;) source for
G* will not be necessary. We are now ready to obtain

/Q (E200+23,00) /S  U3°GTd)dx
—_ /S  n(x)-0}(x3,0)]r, 6 (3.19)
and
/ 15500 (E(UF*) E(G™) ) dx
/Sn 1n(xd) 0% (x,,0 ]r+d9+/ HEPE(G™)E()dx. (3.20)

The first equation, Eq. (3.19), is the same as (3.6) but for wavelength A*. The second equa-
tion, Eq. (3.20), is very different. The right hand side involves not only measured data
at wavelength A" but also the solutions of the perturbed equations inside the domain.
In order to solve for the unknowns i;‘i and f.;‘ AL have to combine the linear integral
equations, Eq. (3.19) and Eq. (3.20), with the equations for perturbations at wavelength
A%, i.e., the first equation in (3.17) to form an enlarged least square problem. We can also
solve the problem sequentially as follows. We first solve (3.19) to obtain the summation
Er 43X af We then solve the first equation in (3.17) to obtain u3(x,6). After that, we can

solve (3.20) to obtain Z (and thus Zx assuming that 7 is known) Note that since the
parameter 1 (possibly as a function of space also) and %} af @ppear as a product in the
equation, it is not possible to reconstruct both of them, but only the product.
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When time-dependent or frequency-domain measurements [116,117] are available in
fluorescence tomography, we can generalize, in a straightforward way, the above lin-
earization technique to use those data. We will not repeat the procedure here.

3.4 Bioluminescence problem

Unlike optical tomography and fluorescence tomography, bioluminescence tomography
itself is a linear inverse source problem. There is thus no linearization procedure needed.
The map between the unknown source g(x) and the measurement on the boundary is
just the solution restriction of the solution operator for (2.8) on I';, which we can express
as

/ g(X) </ 1G(X,9;Xd,é)d9) dX:M<Xd,é), (Xd/é) €F+, (321)
Q gn—
where the Green's function G(x, 9;xd,9) solves

—0-VG(x,0;x4,0)+XZ(x)G(x,0,x4,0) =Zs(x)K(G) (x,0;x4,0) in X,

G(x,0;x4,0)=0d(x—x;)5(0—0) on T,. (3.22)

The kernel of the integral operator in (3.21) thus involves only the Green’s function,
which is quite different from the linearization problem in optical tomography;, (3.6), and
fluorescence tomography, (3.19) and (3.20).

When multispectral measurements (2.14) are available, the bioluminescence tomog-
raphy problem (2.13) can be re-formulated as

/ gxM) ( / G(x,0,1x1,0)d0)dx=u(x;,0,1), (x4,) €T (3.23)
0O Sn—

Note that the Green’s function used here depends on wavelength A. It solves Eq. (3.22)
with A-dependent absorption and scattering coefficients.

3.5 Computational complexities

In all the problems we have discussed about in this section, we end up with a linear
system of algebraic equations of the form (3.7). In practice, those are either underdeter-
mined or overdetermined system, depending on the amount of data available. Besides,
as we have mentioned at the end of Section 2, the measured data usually contain noise.
Thus, the linearized problems, for example Eq. (3.7), are usually solved in regularized
least-square sense. For example, when Tikhonov regularization is used, ¥, is found as
the solution to

1 ~ -

min (A%, - 23+ )5, 2 (324)
5, 2 2

The minimizer of (3.24) is the solution of the normal equation

(ATA+BD)E, =A% Z, (3.25)
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that is,
Y= (ATA+BI) TATZ. (3.26)

In practice, when the number of unknowns (discretized optical properties or sources) is
large, the inverse matrix (A%A+BZ) ! is usually not formed directly. Instead, iterative
methods are used to solve (3.25).

The major computation cost for linearized reconstruction methods that we presented
above is devoted to the formation of the linear system such as (3.7). This is because of the
fact that analytical formulas for the adjoint Green’s functions are not available. We thus
have to solve the transport equations to get those Green’s functions and background solu-
tions. For the optical tomography problem with measurement type (2.2) (resp. (2.3)), we

need to solve N, transport problems to get {Ug};\[ll. We then need to solve N, (resp.
Ny x Nj) adjoint transport problems to get the Green’s functions {G(x,();xd};\’i , (resp.
{{G(x,e;xd,ﬂk}é\]i 1 ,I(V *)- The cost in the solution of the least square problem (3.24) is
small compared to a transport solver. So the total computational cost is roughly N, + Ny
(resp. N;+ Ny X Nj) transport solvers. This is also true for time-dependent problems in
which cases N;+ Ny (resp. N;+ Ny X Nj) time-dependent transport problems have to be
solved. If frequency-domain data are used, the total computational cost will be roughly
(Ny+Ny) X N (resp. (Ng+ Ny x Ni) x N, ) complex transport solvers.

For the fluorescence tomography with measurement of type (2.2) (resp. (2.3)), to solve
each background forward problem, we need to solve two transport equations. We also
need to solve two adjoint transport equations to get the Green’s function for each detec-
tor. So we need totally 2(N,;+N;) (resp. 2(N;+ Ny x Ni)) transport solvers to build the
linear system (3.19) and (3.20). To solve the linear system, however, we need to solve N,
transport equations for the perturbation u; as we have discussed in Section 3.3. Thus the
total computational cost in this case is roughly 3N, +2N; (resp. 3N; +2N; x Ny) transport
solvers.

For the bioluminescence tomography problem in Section 3.4 with data (2.9), the com-
putational cost is Ny x Ny transport solvers. The computational cost for multispectral BLT
is roughly N, x N; x Ny if the total number of wavelength used is N,. This is because the
absorption and scattering coefficients depend on wavelength, so that Green’s functions
for different wavelength is different.

3.6 Further remarks

The computational advantage of the linearization method over nonlinear reconstruction
methods is not very obvious in inverse transport problems. The main reason is the lack
of analytical results on transport Green’s functions, even in very simplified cases. We
have to compute those Green’s functions when needed, which makes the linearization
method still computational expensive as we have discussed above. For example, in all
those linearized reconstruction methods we have presented, the computational costs of
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the methods depend on not only the number of sources N, but also the number of detec-
tors N; and the number of directions Nj. In some of the nonlinear reconstruction methods
we will introduce in Section 4, the computational cost will be independent of the number
of detectors (N,;) and the number of directions Nj.

In general, however, linearization methods are indeed computationally cheaper than
nonlinear iterative methods (such as those in Section 4) which require a considerable
number of iterations to converge, starting from an initial guess. Also, since the majority
of the computational costs is spent on forming the linearized problem, not on solving
the linearized problem by the least-square method, the cost of the whole reconstruction
process is (almost) independent of the value of the regularization parameter p. It is much
less expensive to choose the optimal regularization parameter in linearized reconstruc-
tion methods than in nonlinear reconstruction methods. For more details on how to
choose the optimal regularization parameter, we refer to [47].

When we are in the linearization regime, the quality of the reconstructions are compa-
rable to those obtained by more advanced reconstruction techniques. Indeed, it has been
observed in many applications that the linearization method works even when the per-
turbation in the absorption coefficient is not very small. However, when the perturbation
is very large, the linearization method fails. Let us emphasize finally that the background
around which we linearize the problem does not have to be constant but have to be known
a priori.

In recent years, it is of great interests to solve inverse transport problems with very
large data sets. In terms of the linearization method, this basically means that we have
to solve N, ~ 10° forward transport problems and N; ~ 10% adjoint transport problems
to form the matrix (3.7). Note that for all the N, forward transport problems, only the
source terms in the equations are different. All other parameters (including absorption
and scattering coefficients) are the same. This is all true for the N; adjoint problems.
In other words, we have to solve the same transport equation for N, different source
terms. In terms of linear algebra, we want to solve linear systems with multiple right-
hand-sides. It would be of great interest if one can adapt fast algorithms such as those
proposed in [71,72] (for different forward models) to solve the system efficiently so that
we can solve the inversion problem in a reasonable computational time.

4 Nonlinear iterative reconstructions

The majority of the reconstruction methods that have been developed in transport-based
medical imaging are nonlinear in nature since those inverse transport problems are
mostly nonlinear inverse problems. All the methods that we will review here are iter-
ative where starting from some initial guesses, the unknowns are iteratively updated so
that the discrepancy between the physical measurements and model predictions can be
reduced.

To simplify the presentation, we will consider the reconstruction problems for the
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transport equations on the discretized level. The way how the transport equations are
discretized is not very relevant. We will mainly focus on methods for optical tomogra-
phy with stationary measurements in Sections 4.1, 4.2 and 4.3. We will then attempt to
extend those methods to time-dependent measurements and fluorescence tomography

in Section 4.4.
Let us assume that the discretized transport equation (2.1) for source q (1 <q < N,)

takes the form
T(Z)U; =Gy, (4.1)

where T(E) € RNoNexNoNe denote the discretized transport operator, depending on the
discretized optical parameter £ € RNo*1, U, e RNoNex1 js the discretized photon flux and
G, € RNoNex1 denote the discretized source function, coming from g,(x,0). As before,
Nq denote the number of nodes in spatial mesh and Ny denote the number of directions
used in the discretization of the direction variable. For the detector located at a mesh
node x; €00}, we denote by Mg :RNaNex1, IR the discretized version of the measurement
operator at x;. We can now introduce the nonlinear map between optical parameter X
and the measured data

F a(Z)=M;U (E)=z,4, 1<g<N,; 1<d<N,. 4.2)

The objective is now inverting this map to find the optical parameter Z.

In practice, the system (4.2) is either overdetermined or underdetermined. Besides,
the physical measurements always contain noise. So, as in the linearized inversion case
we discussed in the previous section, (4.2) is often also inverted in (scaled) least-square
sense. Roughly speaking, we attempt to recover the unknowns by minimizing the dis-
crepancy between measured data z, 4 and model predictions M; U,. More precisely, with
data (2.4), the objective function to be minimized in optical tomography is defined as

1.3 Ni IM5U, (Z) —zg 4]
EZ‘ 1)zl s, (4.3)
2034 ’Zq,

where R(X) is the regularization functional and f is the regularization parameter. It is
important to note that the objective function @ takes into account solutions U, of the
forward problem for all N; sources simultaneously. We emphasize that, although theo-
retically the normalization factor 1/ |z, 4 | does not make any impact since we assume we
can minimize the objective function to arbitrary accuracy, it is very important to keep the
normalization in practice. This is because optical signals measured at different locations
can have values that are different by one or more order of magnitude. The normalization
process thus re-weights the mismatch terms coming from different source-detector pairs
so that they are on the same scale. Let us also mention that, when the data used con-
tain noise, it is useful to rescale the objective function using the covariance matrix of the
noisy data. The algorithms we present below, however, are independent of both rescaling
strategies.
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Now on the discretized level, optical tomography can be formulated as a minimiza-
tion problem subject to the constraints (4.1) for N, different sources:

. N,
min @(Z,{Uq}qil),
(AU}, 20)
subjectto T(Z)U;—G,;=0, 1<q<N,.

(4.4)

We remark that in this constrained minimization formulation, we view the function ®
as a function of both X and {U, é\zl The two variables £ and {U, é\zl are linked to-
gether by the transport equations in the constraints. If we solve the transport equations
to obtain {Uq};\il (as functions of X) and substitute back in ®, we can then view ® as a
function of X only. This is the perspective of unconstrained minimization; see discussion
in next section for more details. In the presentations in the following sections, we will
use both the notation ®(X) and the notation CD(Z/{Uq}Z,\Zl)I depending on the context of
the presentation. We ask the readers to be alert about this difference.

To make the notations consistent, for any scalar function f(X,Y), we will regard its
gradients, Vxf and Vyf, as column vectors, and define its Hessian matrix (matrix of
second order derivatives) as Vy f =Vy((Vxf)*).

4.1 Methods of Newton type with line search

To solve the minimization problem (4.4), let us first consider methods of Newton type.
There are a few versions of the Newton’s method that have been developed in transport-
based optical tomography [78,107]. We present them in the same framework here. To do
that, let us first introduce the Lagrangian function £:IRN x RNoNexNy 5 RNeNoxNey R for
the constrained optimization problem, defined by

N’?
L(ZAU LAV ) =@ (BAULN) + LV (TEIU-G,), @)
q:

where V, € RNeNax1 g the adjoint variable to Uj;, 1 <g < N;. The solution to the opti-

mization problem (4.4), (Z*,{U; }é\zl), satisfies the first order optimality conditions, also
known as the Karush-Kuhn-Tucker (KKT) conditions, of (4.5),

V):L:O, V[U]EZO, V[V]EZO,
where, to save space, we have introduced

U= (U?---,U;,---,U%g)z.
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Those conditions can be explicitly written as:

N‘l
VeL=BVER+) (TeU,;)*V,=0, (4.6)
g=1
‘¢ MU
Vu,L=T¥(Z Vq+2 d‘ 7 ,ZZ”MFO/ 1<q<N,, 47)
d=1 q d
Vv,L=T(Z£)U;— G, =0, 1<q<N,, (4.8)
with the quantity
T): = V):T

understood as a tensor in RNeNoXNaxNoNo g0 that (Tg U, ) is in RNeNo*Na and (TgU,)*V,
is a column vector in R¥o*1. The kth component of (TxU,)*V, is given by

<0T?

Vq
with X the kth component of Z. Theory of constrained optimization says that if
(x*, {U* Ny 1) provides an optimal solution of (4.4), then there exist V; € RNeNox1)
1<g< Nq, such that (X%, {U*} l 1,{V*} 4o ’,) is a stationary point of the Lagrangian func-
tion (4.5).
The first order KKT conditions, (4.6), (4.7) and (4.8) forms a system of nonlinear equa-
tions for X, {Uq} '71 and {Vq} It can be solved iteratively starting from an initial

guess (X, [UY], [VO]). Assummg that we have the unknowns at iteration k, (Z¥, [U*],
[VK]), the Newton method updates them according to

(BT, [URH), [VEF)) = (25, (U4, [VH]) + 1 (2, [O4], [94), (49)

where (f‘.k, [U],[VF)) is the update direction and I is the step length in the that direc-
tion. [; is usually obtained by a line search method or other globalization technique. The
update direction is obtained by solving the following second order KKT system

Vivwt Vums Viuet | (10 ViuL
Viviwf VivwE Vel || VI [ =={ VivE |, (4.10)
ruf Vvl Vir L V=L

where all the derivatives are evaluated at (Z¥,[U¥],[V¥]). In terms of transport operators,



K. Ren / Commun. Comput. Phys., 8 (2010), pp. 1-50 23

we have explicitly

MdM’f)

Tt (L

’qu‘z
T
Vigw £ =(Vivjm£)* =Ty, 8T,
T3V,
A = : 2 - 411
V[U]):£ <V):[U}£) = I: / V[V]Mﬁ—ﬂ, (4.11)
TiVy,
TzU;
VisL=PpVirR, V[ZV]):L (VZ[V}E)T: E ,
TrUy,

where Iy, € RNi>Ne js the identity matrix and ® denotes tensor product. As before, the
quantities Ty U, (1<q<Ny) (or respectively TSV g) 1<g<N,)are understood as matrices

in RNeNoxNa whose kth rows are given by 2 F) LU, (or respectively 2L o Vq)

In principle, if we can solve (4.10) to get the update direction, we can use the iterative
scheme (4.9) to find the final solution assuming that such an iterative process converges.
In practice, however, system (4.10) is a very large, (2NyNq N, +NQ)2, and ill-conditioned.
This full space approach has thus not being explored so far in optical imaging community.
All existing algorithms in optical tomography convert the minimization problem (4.4)
into unconstrained problem where only the unknown optical property are iteratively
updated. This is done as follows. Suppose we have I in the k-th Newton iteration.
We then solves the N, forward transport problems in (4.8) with xX exactly to get [U¥]. We
then solve the N, adjoint problem in (4.7) to get [V]. After that, we have

Vg LEL ULV =0, ViyL(E5 [U V) =0

so the update equation can now be simplifies to

£U [U] L v[U £U [I:Jk] 0
Vit 0 LoV == o |, 4.12)
=k

where we have used the fact that
2 _
Viviv£=0.

It is now straightforward to perform a block Gauss elimination to eliminate [U¥] and [V*].
We thus obtain:

H'S = Vo, (4.13)
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where the reduced Hessian operator is given by
H =V L -V L(Viuml)  VivieL = Vi £ (Vigm L) VigsL
-1 -1
Vv L(ViymE)  Viw (VL) Vvl (4.14)

and the reduced gradient V5L is evaluated at (Z¥,[U¥],[V¥]),

N‘l
Vil=pVrR(E)+}) (TxUp)*Vy. (4.15)
q=1

The updating formula (4.9) is also simplified to
p I LU0 - (4.16)

The Newton type of methods that have been developed are all characterized by (4.16)
and (4.13) with line search method to determine /. The main difference between differ-
ent implementations is how the reduced Hessian matrix and the reduced gradient are
approximated in practice.

4.1.1 The Gauss-Newton method

In Gauss-Newton version of the implementation, we drop the terms that involve V%M L

and V[ZU]ZE to ensure that H* is non-negative in the sense that

XTHFX >0, VXeRNox1,

This is important since we want to find the minimizer of the Lagrangian, not the maxi-
mizer. We thus obtain, after considering (4.11),

Nq Ny 1
HEy =pVErR+ Y ((TeUS)*T—%) (L WMdMg) (T (TzU))). (4.17)
g=1 d=11%q,d

If we introduce a new matrix B € RNoNexNi defined as
M; M, My,

B—[|qul|r el ,’Zq,Nd|], (4.18)
then the reduced Hessian can be written as
N‘l
HE =BVEsR+Y JJ5,  Jy=(TeUSTT*B. (4.19)

g=1

There are also some different versions of the Gauss-Newton method. The most fre-
quently used one replaces the Hessian matrix (4.17) with

HEy, = Ve®(Zh) (Vzo(zh)) ; (4.20)
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where @ is the objective function defined in (4.3). It turns out that the gradient of the
objective function, Vz®, is the same as Vz L. To see this, we first differentiate ® with
respect to X to obtain

Nq Ny U Zgd
Ve®(Z ZZ (VU )M ‘7"7 BV:R. (4.21)
q 1d= 2q,d

We then differentiate the transport equation (4.1), after a transpose, with respect to X to
obtain
ViU, T +U Tz =0. (4.22)

We can solve for VyU, and substitute into (4.21) to get

N; Ny ‘IU
Vid=— ZZUTTTT ™ML L BV R
g=1d= ’ q,d‘
N’?
:E(Tqu) V,;+BVzR, (4.23)

=
which is exactly Vz£. Here V, is again the solution to the adjoint problem, i.e., the
second equation in the KKT conditions, Eq. (4.7).

We refer [124] for detailed implementation of the Gauss-Newton method for optical
tomography with the radiative transport equation.
4.1.2 The BFGS method

In the BFGS implementation of the Newton’s method (4.16) and (4.13), we approximate
the Hessian matrix H¥ in a different way. Denote by

si=L 1 —ZF,  y,=Vz®(Z") -V (Zh),
the BFGS updating rule for the Hessian matrix is

ko «TETk T
HgsisgHp | yryi

HE gk
B B ,
stHKs,  ypsk

(4.24)

starting from guess for Hessian, HY, which is often a scalar multiple of the identity ma-
trix. To reduce storage requirement for the Hessian matrix, which could be very large
in some cases, the limited memory version of the BEFGS method chooses to form inverse
Hessian directly (in which case, (4.13) can be solved just by applying the inverse Hessian
to the right hand side). In this case, the updating rule for inverse Hessian is

T T
HEH) 1 (1, — Y90 (1) 1 (1, — Y5 ) 4 TYE 425
( B ) ( No ™ Y%Sk>< ) ( Na yfsk>+yfsk ( )
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As we mentioned above, forming (4.25) takes tremendous computer memory for large
problems. To overcome this shortcoming, the limited-memory version of BFGS only
stores the vector y; and s, obtained in the last m (3 <m <7 usually) iterations [70] and
discards the rest. Thus after first m iterations, (4.25) can be expressed as:

(HE") ™' =(QF -+ Qi) (HE) ™ (Qe - Qi)
+Pk—m(Q%"'Q%_mﬂ)sk_ms%_m X (Q_pms1- - Qx)
+pk*m+1<Q%' "Q%fm+2)skfm+1sl§—m+1 X (Q—m+2-- Q)

—I—pksks%, (4.26)

with the sparse initial guess given by

(Hk+l)—l Y%+1Sk+l I 0 1 Q=1 y oF
=~ _ INqg-s k= k= INq — Yi5k -
Bo YE+1Yk+1 “ Vi Sk ?
We refer interested readers to [98] for more details on the limited-memory BFGS al-
gorithms, and to reference [1,57,80,100, 107, 112] for applications of those algorithms to

optical tomography with transport equation.

4.1.3 The Levenberg-Marquardt method

The Levenberg-Marquardt method can be also be viewed as a special case of the New-
ton’s method. In this case, the Hessian matrix is taken as

N, 9

H} =iy, +BVEs R+ Y o5, (4.27)

=1
with J, (1<g < N,) given by (4.19). Note that (4.27) is the same as the Gauss-Newton ap-
proximation (4.17) except that there is an extra term v;In,,. In other words, the Levenberg-
Marquardt method can be viewed as a special case of the Gauss-Newton method with the
regularization functional

ﬁR(Z)-l—%ZTZ.

The parameter v is chosen to control the nonlinearity of the inverse problem and is chosen
such that vy — 0 as k — co. This means that the Levenberg-Marquardt method solves
the original regularized least-square problem when converges after infinite number of
iterations. In practice, the algorithm has to be terminated in a finite number of steps
(before vy to be zero), so the method regularizes the inversion more than designed.
The reduced gradient in the Levenberg-Marquardt method is taken as in (4.15) but
without the regularization term. In other words,
N‘l
k\Tyk
(Vel)im= Zl(Tqu) \%3 (4.28)
q:
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We remark that there are also different implementations of the Levenberg-Marquardt
method in the literature. To make a connection between them, let us consider the original
inverse problem in terms of (4.2). A local linearization at the kth iteration will give us the
following linear equations

k * k+1 k k
(VeFpa(Eh) (1 -2 == (Fpa(z)-z00),  1<q<N, 1<d<N;.  (429)

Treating 1 _ 5k as the unknown, we can solve this linear equation, after rescaling by

the factor 1/z, 4|, by regularized least square method to obtain

1 1 <
[ﬂVszd(Zk) (szFq,d(Zk)> +vilng, +BVisR (£k+1 gk
q, q
1 F d(zk)—Z J
== VeFa(Z) =, (4.30)
gl ! 24,4l

for 1 <q <N, 1<d <Ny, with v as the regularization parameter. We can now add the
equations for all source-detector pairs to obtain, still denoting by B and v, (instead of
(N;+Ny)B and (N;+N;)vi) the parameters,

N, Ny 1

K F- - k k k
qZ_:l (TeUy) T T(E@MdM,?)T Y(TeUS) +udn, +BVELR | (BT —EF)
N’J
== 1(T2Uq)TVq/ (4.31)
q=

where we have used the fact that
T
VeF,q=(TzUp) T "M,

We now arrive at the following iteration for £*

N‘l
T =xf 4 (Hf ) <_ ) (TEUq)TVq)' (4.32)
q=1

This iteration is just the Newton method characterized in (4.13) and (4.16) with a fixed
step length, [, =1, in line search. In practical implementations, we can of course use a
line search to find variable step length [;.. That is why we treat the Levenberg-Marquardt
method as a special case of the Newton method with line search.

We can modify the above procedure slightly to get another implementation. Let us
first add together Eq. (4.29) for different detectors, again after rescaling by 1/|z, 4|, to
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obtain
Nio 1
Yy —M;T (T:U,) (! —2F)
i 1Zq.l
——Z@(Mqu—zq,d), 1§q§NI/] (433)

We now again reformulate this equation in regularized least-square sense, and add the
results for all sources together, to get

HE o (ZF -9 = —(Ve L), (4.34)
with
Hf o= 1/kINo +BVizR
M Na M
k T d k T d
+E(Z (TeUS) T~ ’Zq’d‘>(£(TzU) T ‘qu’> (4.35)
and
Ny Ny M
(VZL)LMZZE[(Z(T Uk) T T‘ d’)Z‘ ’ Mqu qu):| (436)
=1L =1 Z9,d Z9,d
If we introduce W, (1<g < N,) that solves
Ni 1
T"W,=) — (4.37)
=1 1244l
then H’i o and (Ve L) mp can be simplified as
N,
HY =y, +BV2 R+i <(T Uh W, ) (TeUH) W, )
LM2 — VkINq P g q Vg q) s
N o (4.38)
q x f d 1 T
(VeL)ime =Y ((Tqu) >Z| ’(M iUg—254) |-
q:] 1 q

The iteration defined in (4.34) is again a Newton method. It is identical to the iteration
defined in (4.32) except that the Hessian matrix and the reduced gradient are slightly
different.

The Levenberg-Marquardt method has been implemented for inverse transport prob-
lems recently in [48,52-54]. We refer to those references for more details on the algorithm.
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414 Computational considerations

The methods of Newton type with line search that we have just introduced in this section
can be implemented as follows.

Algorithm 4.1: Newton's method with line search

e FOR k=0,1,2,--- MAXIT

1. For qg=1,2,---,N,
Solve the forward problem (4.8);
Solve the adjoint problem (4.7);
End
2. Compute the reduced gradient and the Hessian matrix using
— (4.15) and (4.17) (or resp. (4.23) and (4.20)) for the Gauss-Newton method,
— (4.23) and (4.24) for the BFGS method, or
— (4.28) and (4.27) (or resp. (4.36) and (4.35)) for Levenberg-Marquardt method,

depending on the method selected;
3. Solve (4.13) for the update direction ):k;

. . . . ok .
4. Perform a line search in direction X" to determine [;:

min®(2k+lk}:k);
x>0
5. Update =k according to (4.16);
6. If (stopping criteria satisfied)
Stop and take k+1 35 the final solution:
Else
Set £ktl=xk
End

e END

Different kinds of line search methods can be used in the algorithm to find [ > 0.
Usually, one impose the Wolfe conditions [98] on [; to ensure the convergence of the
algorithm:

O(ZF+LE") <D(ZF)+or [ VeD(EN)] L, (4.39)
[Ve®(EF 4+ LED]*E > 0 [Ved(Z9)] £, (4.40)

where ¢; and c; are two small constants that can be tuned. The algorithm is usually
stopped when either the objective function (relative to its initial value, ®(Z¥)/®(x?))
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is small enough or its gradient (in appropriate norm) is small enough. For details on
the implementation in the setting of inverse transport problems, including methods for
choosing the regularization parameter 8, we refer to [48,53,54,80,107,124].

The Newton type of methods, although straightforward to implement, are computa-
tional expensive. At each Newton iteration, the major costs are spent on the evaluation
of the objective function (or residual), the reduced gradient and the Hessian matrix. To
evaluate the residual, we need to solve N, forward transport problems. We then have
to N, adjoint transport problems to evaluate the reduced gradient. We thus need 2N,
transport solvers. In the second Gauss-Newton method (characterized by (4.20)), the
BFGS method, and the second Levenberg-Marquardt method (characterized by (4.35)),
the reduced gradient can be used to form the Hessian matrices directly. So we do not
need extra transport solvers. The computational cost of those versions of the Newton’s
method is independent of the number of detectors used in the measurements. To form
the Hessian matrix (4.17) in the first Gauss-Newton and the Hessian matrix (4.27) in the
first Levenberg-Marquardt method, however, we need to solve N; extra adjoint trans-
port equations to evaluate quantities of the form T-*M, (1<d < Nj). So we need totally
2N, + Ny transport solvers to evaluate the residual, the reduced gradient and the Hessian
matrix. The computational costs for these two methods thus depend on the number of
detectors used.

The storage requirement for the Newton’s method is mainly the transport matrix T
(identical for all N, sources) and the Hessian matrix H. The matrix T is in general sparse,
while H is not necessarily so. To circumvent storage limitations, one can use methods
such as the limited-memory version of the BFGS method [107]. A more general way
is to employ Krylov subspace methods (such as the GMRES method [109]) to solve the
reduced KKT system (4.13). Those methods are “matrix-free” in the sense that they do
not ask for the matrix explicitly but require only matrix-vector product.

Let us finally remark that the N, transport equations (or resp. the N, adjoint problems)
for different sources are independent of each other. Thus they can be solved on different
processors simultaneously when multiple-processor computational resources are avail-
able. Also, Newton type of methods converge faster (in terms of function and gradient
evaluations needed before the algorithms converge) than conjugate gradient methods
such as the one developed in [77].

4.2 Method of augmented Lagrangian

In the Newton type of methods we just introduced, the constrained minimization prob-
lem (4.4) is converted to an unconstrained minimization problem by solving the forward
and adjoint problems exactly at each Newton step. This method thus requires solving
the forward problem for some approximations of X over and over again in each recon-
struction. The speed of the algorithm depends strongly on how fast and accurately the
forward problems are solved.

In fact, (4.4) can be solved directly as a constrained problem. The augmented La-
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grangian method is an iterative method for this purpose that is easy to implement [2].
Still denote by £ the Lagrangian function defined in (4.5), the method defines an aug-
mented Lagrangian function by

N‘l
CaEAUN V1) = L(E AU V1Y, izlyyw:)uq—cqug, (8.41)
q:

where the last term is used as a penalty for violating the constraints T(X)U,—G; =0,
1<g<N,. The strength parameter A will be updated during the iterative process. The
augmented Lagrangian method will look for a stationary point of the function £ 4 instead
of L. Note that in the limit the constraints are satisfied exactly, £4 = £. More details on
the method can be found in reference [98].

Let us assume that at the kth iteration, we have an approximation

zk, {Uk } {Vk }N"l) to the stationary point (X%, {U*} 4o l,{V*} ) of the Lagranglan

function. We fix the current estimates of the Lagranglan multipliers {VZ } qil and a

q4q=1"

penalty parameter A;. Minimizing L4 (X, {Uq} {Vk ’,) with respect to £ and

=1
{Uq} 7, yields the following system for the minimizers:

Ny

1
BVER(E)+Y (TzU,)® [Vg— A—k(TUC,—Gq)} —0, (4.42)
=1
Na MU, —z
TY(X) [V{;—i(TUq G )} + a1 "0\ =0, 1<q<N,. (4.43)
Ak d=1 |Zq,d’

Let Zk Uk ” be approximate solution of this system, i.e., an approximate minimizer
pp y pp

of the augmented Lagrangian L4, (%, {Uq} 4o 1,{Vk} 1)- We thus conclude, by compar-
ing this system with the optimality conditions of the Lagrangian, Eq. (4.6) and Eq. (4.7),
that VE—(1/Ay) (T(Zk)U’; —G,) approximates V:

VirVi—(1/Ar) (T(ZMUS-G,), 1<qg<N,. (4.44)
This formula can be rearranged to produce an estimate of V’g —(1/Ax) (T(Zk )U'g —Gy):
T(ENUE -G m AL (VE- V). (4.45)

Hence, we deduce that if VZ is close to the optimal Lagrangian multiplier V}, and Ay
is small enough, then the pair (Zk,{U’;};\]ll) satisfies the corresponding constraint with
a high accuracy. Formula (4.44) prompts a rule for iterative updating of the Lagrangian
multipliers (the adjoint variables):

Vk+l Vk 1
q

A (T(EU;—Gy), 1<qg<N,. (4.46)
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The augmented Lagrangian method is thus an iterative method that update simulta-
neously the optical property  and the solutions of the forward (and adjoint) transport
problems. The algorithm can be implemented as follows.

Algorithm 4.2: Augmented Lagrangian algorithm

Initially choose Agp, 79 > 0 and maximum iteration step MAXIT. Also choose initial guess
(£° 400}, V93,0,
e FOR k=0,1,2,--- MAXIT
1. Solve the sub-minimization problem

. N, N,

N,
= (U3,

to find the minimizer (Zk,{U’{;};\Jil) by an iterative method that

Ny
g=1

— starts from initial value ():k,{U’q(}
. N, . e

- terminates when [[Ve Ly llp+ X2 [[Vu, Lall2 < T is satisfied;

2. If (stopping criteria reached)
N, . .
Stop and take (Zk,{U’{;}q:”l) as the final solution;
End

3. Update the Lagrangian multipliers according to (4.46).
4. Choose a new penalty parameter Ay 1€ (0,Ax) and new a parameter Ty;

5. Set starting point for the next iteration:

k1 (¢ N, =k N,
(£ Ok = (2 (Ul

e END

To solve the sub-optimization problem (4.47) in the above algorithm, we can use any
iterative method such as the BFGS algorithm. The gradients of the objective function,
L Ak(Z,{Uq}é\’il ;{Vs }é\’il), with respect to £ and {U, ;\[11 are available analytically; see
for example, the left hand sides of (4.42) and (4.43). This makes the minimization proce-
dure more-or-less straightforward.

For initial guess set (io,{ﬁg};\’il,

{Vg}é\’il), we only choose an initial guess £°. The
{ﬁg};\ﬁl and {Vg};\]ll are chosen as the solution to the forward and adjoint transport

problems with E°, respectively.
One advantage of the augmented Lagrangian method is that it can be easily paral-
lelized. For example, in the sub-minimization problem, the gradient of the augmented
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Lagrangian function has an analytical form that involves only the summation of local
matrix-vector and vector-vector products. The computation of this gradient can thus be
done on separate processors and then collected. Also, the update of the Lagrangian mul-
tipliers can be done on parallel processors.

We refer to references [23,67,98] for more detailed discussion of the augmented La-
grangian method, including the choice of parameters Ay and 7. It is shown in [2] that
with appropriate choice of various algorithmic parameters, the augmented Lagrangian
method can speed up the reconstruction process in optical tomography significantly. The
problem is exactly that there is no general theory on how to tune those parameters for
specific problems. One has to perform test reconstructions to choose efficient parameters.

4.3 The nonlinear Kaczmarz method

Besides those methods that are closely related to optimization theory, there are also a few
other types of iterative methods that have been implemented for inverse transport prob-
lems. The nonlinear Kaczmarz method [94,95] has been implemented in a few different
settings [42].

In the Kaczmarz method, at each iteration, the data from different sources are used in
sequential to update the unknowns. This is very different from the methods we presented
above where, at each iteration, the measured data for all source-detector pairs are used
simultaneously to update the unknown. To present the method, let us first rewrite the
discretized nonlinear operator equation (4.2) into N; small groups of nonlinear equations

Fq():):zq, 1<g<N,, (4.48)
with the notation
Fq,l Zq 1
Fq = Fq,d B z,= Zq,d . (4.49)
F’%Nd Zq,Ny

Then the nonlinear Kaczmarz method is characterized by the following double iterative
process, starting with 0

£ _yk (4.50a)
okg kg1 < rekg—1 -1 ak,g—1 .

£ =2 L o (VeF(EY 7)) C (2 Fy(EY7), g=1,-,N,, (4.50b)
phtl gl (4.50¢)

with
Akg—1.\ % Ak, q—
c,,:(vZF[;‘(z 9 1)) (VZFqT(z 1 1)>EIRNdXNd, (4.51)
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and 0 <@ <2 an algorithmic parameter.

The nonlinear Kaczmarz method (4.50) can be implemented straightforwardly. What
we need to pay attention to is the fact that the matrix C; is very different from the Hessian
matrices in Newton type of method we have discussed above. C, € RN¢*Nt js of different
size to the Hessian matrices. The component of the matrix is given by

(C)ana, = ((TEUQ)KT_TMdl)S ((TZUq)TT—TMdZ). (4.52)

To evaluate the matrix C; we thus have to solve the N; adjoint transport equations to
compute T~*M, (1<d<N,). The computational cost of the method is thus dependent not
only on the number of sources used but also on the number of the detectors employed.
The stop

It has not be discussed very much about how to impose regularization within the
framework of the Kaczmarz method besides stopping the iteration prematurely. One
possible way is to apply a weak low-pass filter, say F, on the iteration (4.50). In other
words, we replace the last step in the iteration by 1 =F (ﬁk’N" ). It would be interesting
to see some theoretical analysis on how to choose optimal filters in this case.

4.4 Extensions and remarks

The nonlinear methods we have presented so far for optical tomography with stationary
data can be generalized to other data types and inverse transport problems.

4.4.1 Frequency-domain data

Frequency-domain algorithms can be constructed in the same way as before. The trans-
port matrix T is now understood as the discretization of the transport operator T defined
as

Tu:i%du—l-G-Vu-l—Z(x)u—Zs(x)K(u). (4.53)

The transport solutions (U, 1 <g < N,) and the adjoint variables (V,;, 1 <q < N,) are
complex instead of being real. The transpose (i.e., adjoint) operation has to be understood
in complex (Hermitian) sense also. In other words, the transpose X* is replaced by X" ; see
for example [107] for more details. An alternative choice is to split the complex equation
into real and imaginary parts to get a set of two (coupled) transport equations; see similar
discussion in Section 4.4.3.

Let us remark that when frequency domain data are available, it is desirable some-
times to rescale the phase and amplitude information separately. In minimization based
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algorithms, the objective function can be chosen as

oz - 1 N N { IRe [ln(Mqu)—ln(qud)} 2

2 ReIn(z,,) ||
[1m | In(MU,) —In(z.0)|

[tm|In(z,0)|

g=1d=1

}-l-ﬁR():), (4.54)

where ReX and ImX denote the real part (amplitude) and imaginary part (phase) of X,
respectively. The rescaling factors can be chosen differently, depending on the needs of
concrete applications; see for example discussions in [124].

4.4.2 Time-dependent data

Time-dependent data can be Fourier transformed into frequency domain to use the al-
gorithms described above. We can also generalized those nonlinear reconstruction al-
gorithms to use data in time-domain directly. To see that, let us consider the Newton
method. The semi-discretized transport initial-value problem is now

10U
- atq T(Z)U,=G,, U, (t=0)=0, 1<g<N,, (4.55)
where the zero initial condition can be replaced with other ones, depending on physical
applications. Let us suppose that we can measure data in the interval (0,fmax). The
objective function to be minimized in this case is

N Nq Ny
B U}, ) =

2
/tmax |Mqu qu( )| dt‘i‘,BR(Z)I (456)

qldl ‘Zd t)|?

where U,(t) is an implicit function of L as before. Optical tomography with time-
dependent data can now be formulated into the same constrained minimization prob-
lem (4.4), except that constraints are now the equations in (4.55). The Lagrangian function
can be redefined as

LU AV
10U

.t Ny
=0(Z,{Ug},", )+Z/O Vq(t)< 1 +TU;— Gq)dt+ZV§(0)Uq(o). (4.57)
q=1 q=1
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The first order KKT conditions are now

Nq tmax
BVLR(Z)+Y. /0 (TeU,) ¥V, dt =0, (4.58)
10V Ne M3U,—z,4
_ - atq+TT(Z)Vq+d71 d’qud‘zq M;=0, V,(tmax)=0, 1<g<N,, (4.59)
19U
- atq+T(Z)Uq—Gq:0, U,(0)=0, 1<g<N,, (4.60)

Attention has to be paid here to the fact that the adjoint problems are now transport
equations that evolves to t =0 starting from ¢ =fax. In other words, those are final-value
problems.

We can follow the steps in Section 4.1 to derive the whole algorithm. We will omit
the procedure but just mention that the second order operators involved in the reduced
Hessian operator are now given by

T
w0 = I, @ (E 1\’21;12 )J1o,

(ViwL)[VI=0, (VizL)E=pVizRL

(Vigw L) [Vl= (INq ® (—1%+T’~‘)) V], [V](tmax) =0,
(VD0 = (1y, 0 o+ T) (0], [0)(0) =0,
T3V
<V[2U]):‘C)i = Sf z, <V%[U]£) [ﬁ] = [V?TZ v 'VﬁTE] [ﬁ],
T);VNq
TyU;
<V[V]);£) i/ <V%[V]£) [\7] = [U?Tg"'U%]ng] [V]
T);UNq

We observe from (4.59) that to solve the adjoint problems, we need the forward solutions
U,(t) for all time t € (0, tmax). This means that we have to store full time-dependent
forward solutions. This is a nontrivial requirement since the forward solutions are high-
dimensional objects, the discretization of u,(t,x,0) (1<g<Nj,).

4.4.3 Fluorescence problem

Nonlinear reconstruction methods for fluorescence tomography is not very different from
those we have developed in the previous sections. To see that, let us consider the fluores-
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cence tomography in discrete level

T 0 U* G*
(e ) (o )=(%) as

where, as before, the superscript x and m denote quantities depending on wavelength A*
and A", respectively. The matrix E* is the discretization of the E operator defined in (2.6).
Equation (4.61) is of the same form as (4.1) if we introduce the notations

™™ 0 [0 G*
() (%) o (5)

Everything else follows immediately.

5 Techniques for features reconstructions

Inverse transport problems we have discussed in this paper are all ill-posed. In the al-
gorithms we presented in Section 3 and Section 4, we treat the optical parameters as
function of space and we attempts to reconstruct the full information about the optical
parameters. Those are inverse problems that are ill-posed, and the reconstructions are
not stable. In practice, it is always helpful when we have extra information about the
unknowns to be recovered so that we can use those information to improve the recon-
structions. We thus want to incorporate a priori information into the algorithms we have
developed. The techniques we introduce below are exactly for this purpose.

5.1 Parameterized reconstructions

In practical applications, we often have very limited amount of data that can be used.
We thus want to reduce the number of unknowns to be reconstructed so that the inverse
problem is not very underdetermined. One technique to reduce the number of unknowns
is to represent the unknown function with a basis under which the coefficients in the
representation decay fast enough so that the first a few coefficients will be enough to
represent the function accurately. In the cases where we know that the unknown function
is smooth enough, we can just use the Fourier representation. In regular domains, we
just look for a small number of Fourier coefficients of the unknown function. In a general
domain, we can parameterize the unknown as

M
(x) =Y Zgi(x), (5.1)
k=0

with {¢¢};2, a global basis. One possible choice is of course the eigenfunctions of the
Laplace operator in domain Q). In other words, {¢x }>, are the solution of the following
eigenvalue problem

—Ap(x)=Ap(x), in Q, (5.2)
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with appropriate boundary conditions. If we use this parameterization to the linearized
inverse problem (3.6), we obtain, assuming that we are interested in only the first M
Fourier modes,

M A
Zak(q,d)):k:qud, (53)
k=1
where the ay(g,d) are defined as
— 0 .
o) = [ @00 ( [ UN0)G(x0x:)d0) dx. (5.4)

Collecting for all source and detector pairs, we get a linear system that we can solve
to recover the coefficients {ﬁk},ivi 1- The benefit of doing this is of course to reduce the
under-determinacy of the inverse problem. The reconstruction is thus more stable.

The parameterization can be also incorporated into nonlinear reconstruction schemes
we presented in Section 4. The unknowns are now the Fourier coefficients. For example,
in minimization-based methods, we now optimize with respect to {ﬁlk}f(\i 1- So the space
in which the minimizer is sought is much smaller than the original problem. The itera-
tive reconstruction algorithms can be directly used except that we have to compute the
gradient Ty instead of Tx. In fact, by chain rule, we obtain

T;=TrV4E.

Here VX can be analytically computed from the representation in (5.1).

The parameterization method is a regularization (with prior knowledge) method in
the following sense. The number of modes kept, say M, play the role of the regulariza-
tion parameter. When M is small (1/M is large), the regularization is strong since we
are recovering very few parameters. When M is large (1/M is small), the regularization
effect is small. So 1/M has the same function as the parameter 8 in the regularized ob-
jective function we have seen in the previous sections. The parameterized reconstruction
method has been used in [59] for a two-dimensional rectangular domain where the basis
functions are chosen as cosines. It has been shown there that, with the parameterization
method, one can obtain reconstructions of very similar quality to full reconstructions, but
with less computational expenses and data.

5.2 Shape reconstructions

In many applications of optical tomography, the objective optical properties that we are
interested in consists of a few regions of constant values. In other words, we look for
localized changes in optical properties. Assuming that there are M localized objects in

regions {5, }M  QF NOY,

Tne N}, . =@ if i#j, we can parameterize the unknown function as

M
Z(x)=Zo+ ) Zixoy (X), (5.5)
k=1
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where x4(x) denotes the characteristic function of the set A. The objective is now of
course to look for the M regions, {Q¥, }M  and the coefficients in those regions, {4 }1,.
In bioluminescence tomography, to reduce the ill-posedness of the problem, it is pop-
ular to reconstruct features of the source instead of the general sources. For example, we
can assume that the source is localized, which result in the following parameterization

g(x) =gxa,.(x). (5.6)

When multiple localized sources exist, we end up with a parameterization that is sim-
ilar to (5.5). Note that this parameterization, looking attractive, is nonlinear in nature.
It transforms the originally linear inverse problem into a nonlinear inverse problem to
recover the intensity ¢ and the support of the source Q).

Currently, most available results solve the inverse problem by solving the following
minimization problem (with the same notation as before)

13 Na | MSU, — zqd]

min E Z

(5.7)
{Z Of, 1L q 1d= ’Z‘%

The difficulty lies in the fact that any gradient-based iterative method will require the
computation of derivatives with respect to the geometric objects {Qf, }M . In refer-
ence [10], an efficient method is proposed to compute such derivatives. The method pa-
rameterize further the boundary of the regions by Fourier coefficients in two-dimensional
case or spherical harmonics in three-dimensional case. For example, in two-dimensional
case, the boundary of a region, say (6,r(0)) in polar coordinate, is decomposed into the
superposition of a few Fourier modes:

M .
= Z cre k0, C_j=0Ck- (5.8)
=M

It is then not very hard to compute the derivatives of the objective function with respect
to the Fourier coefficients {c; 1|

The level set approach provides another way to solve the minimization problem (5.7).
We will not cover details here but refer interested readers to [44] for the implementation
of level set method for shape reconstruction problem in inverse transport applications.

5.3 Sparsity constraints

Very recently, there is a new type of a priori information that have been proposed to im-
prove reconstructions in bioluminescence imaging: the sparsity prior [53,54]. The ideas
is based on the observation that the bioluminescence source we intend to recover is often
very localized. In other words, the source function only take nonzero values in a small
subregion of the domain. On discrete level, this means that the source vector to be re-
covered has sparse structure: there is only very small number (compared to the length
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of the vector) of nonzero entries. Recent study shows this type of sparse signals can be
recovered stably with only a small number of measurements [53]. Let us assume that we
have discretized the integral equation (3.21) into the following form

Gg=u (5.9)

with g the unknown source vector, G the system matrix and u the measurement vector.
We then recover the source vector by minimize the difference between prediction and
measurement with /; regularization on the unknown:

min || Gg—ull3+Bllg]:- (5.10)
g>0

It has been shown numerically in [53] that this minimization problem select sparse so-
lutions to the underdetermined problem (5.9), which thus helps to recover localized
sources. Based on the results in [53], it is proposed in [54] that one can go one step further
by changing the data fidelity term to /; norm also to obtain the following minimization
problem
min [[Gg—ul[s+pl|g]1- (5.11)
g0

The benefit of using /; data fidelity (instead of the /> one) is that it allows one to recover
the right source function with data set that contain outliers (data points that are very
distant from the rest of the data), a claim that is verified by the numerical simulation in
[54] in a slightly more complicated situation.

Note that the minimization problems (5.10) and (5.11) are now non-smooth problems,
and it is non-trivial to solve those minimization problems. Most importantly, the prob-
lems are now nonlinear so iterative methods have to be used. The computational cost of
solving the inverse problem thus increase dramatically compared to linear least-square
techniques such as (3.24).

6 Summary and further remarks

We have reviewed reconstruction algorithms developed for optical tomography, fluores-
cence tomography and bioluminescence tomography based on the radiative transport
equations. We constructed both linearized algorithms and nonlinear iterative algorithms
and discussed briefly the properties of those algorithms. Since the inverse boundary
value problems we considered in this paper are in general (severely) ill-posed, we do not
expect very high accuracy in the numerical solution of those inverse problems. Most of
algorithms provide reconstructions of very similar quality; see for example the results
in Fig. 1. We are thus more interested in the speed of the reconstruction (which is not
a huge problem for many traditional imaging scheme such as X-ray tomography). It-
erative schemes of Newton type presented here are all local convergent with order of
convergence close to 2, better than conjugate gradient type of schemes. The advantage of
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Figure 1: Reconstructions of the absorption coefficient in the two-dimensional domain (0, 2)x (0, 2). From
top left to bottom right: real coefficient, reconstructions with Gauss-Newton, BFGS, Levenberg-Marquardt,
Kaczmarz and augmented-Lagrangian methods. All reconstructions start from the same initial guess. Very
small Tikhonov regularization (with the same parameter) has been applied to all reconstructions except for the
Kaczmarz method where we simply applied a low-pass filter on the iteration the unknown in iteration (4.50).

augmented-Lagrangian type of method lies in the fact that it is easy to be implemented
on parallel processors.

There is another special type of reconstruction methods that has not been presented in
this paper: the Monte Carlo methods. Monte Carlo type of methods have been developed
in [7,62-64,92]. Those methods are in general not as efficient as deterministic methods,
but can be useful in special situations and are easier (than other deterministic methods)
to implement when the domains of interest are of irregular shapes.

The reconstruction methods we discussed in this paper can be applied to almost any
kinds of discretization on the radiative transport equation. In other words, the inversion
methods are independent of how accurate the forward problem are discretized numer-
ically, although the quality of the reconstructions will certainly depend on how the ac-
curate the forward problems are solved. The focus on solving the forward problem in
inverse transport applications is mostly on how to solve the problems fast enough. We
will not be able to review results in the discretizations and solution of forward transport
equations. We refer therefore, in a very subjective way and knowing that the list is by no
means complete, interested readers to [4,5,51,75,76,84,87,106].

The physics described by the radiative transport equation can be roughly classified
into three regimes: the transport limit, the diffusion limit and the intermediate. The
transport limit is the case when the underline scattering is very small so that photons
can travel through the medium with little chance of getting scattered (i.e. change the
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direction of traveling). In this case, inverse transport problems can be related to inverse
(attenuated) Radon transform type of problems. There are analytical or half-analytical
reconstruction methods. The resolution of the reconstruction is essentially controlled by
sample resolution [49,101], which can be very high. The diffusion limit is the case when
absorption is sufficiently low and scattering sufficiently large. In this case, the transport
process can be modeled macroscopically with the diffusion equation [41,45], which in
stationary case takes the form

—V-DVU+%,(x)U(x)=0, inQ,

U+neL,v(x)-DVU=g(x), ondQ. (61)

Here U(x) is the angularly-averaged photon flux at x, an approximation of the quantity
f g1 U (x,0)d6 in the transport equation. The diffusion coefficient D(x) is related to X, and
%,. L, and € are known coefficients. Known results in [14] show that the inverse transport
problem in diffusion regime is a severely ill-posed problem so that the resolution of the
reconstruction is very low in practice. The reconstruction techniques we presented in the
previous sections are mostly useful in the intermediate regime where we need to use the
transport equation (instead of the diffusion equation) as the forward model but have no
explicit reconstruction methods. Past numerical results show that even in regimes close
to the diffusion regime, there are noticeable differences between reconstruction-based
reconstructions and diffusion-based reconstructions [108]. This justifies somehow the
use of transport equations in optical imaging.

In terms of future developments of numerical reconstruction methods for inverse
transport problems, we believe the following aspects are very important.

The first aspect is to develop fast reconstruction methods to deal with problems with
large data sets, about 10° larger than currently used [131]. It has been show that the use of
those large data set can significantly improve the quality of the reconstructions. However,
it is impossible to use those large data sets in the algorithms we have presented in this
work since they are very slow. We believe that the combination of numerical methods
with analytical or half analytical reconstruction methods, even for simple geometries, are
important for future development in optical imaging with transport models [111].

The second aspect is to develop reconstruction methods that can efficiently utilize
a priori information on the unknowns. Effective usage of a priori information can not
only accelerate the reconstruction, but also improve the stability (thus the quality) of the
reconstruction. The parameterization methods and the shape reconstruction methods we
mentioned are clearly examples of such methods. One specific direction to go in this
aspect is to follow the lines of the work in [53,54].

The third aspect is to develop statistical methods for uncertainty quantification in in-
verse transport problems. In both optical tomography and optical molecular imaging,
we assume that except for the objects we want to recover, all other parameters are known
exactly. In practice, however, this is not true. For example, in BLT, we assume that the
optical parameters are known and we only want to reconstruct the source term. How-
ever, the optical parameters are not known exactly since they come from a step of optical
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tomography. We thus only know the parameters up to a certain accuracy. The uncer-
tainty in the optical parameters will have an impact on the reconstruction of the source
term. To characterize the uncertainty in the reconstruction of some parameters due to
the uncertainty in other parameters, it is natural to introduce Bayesian type of statistical
methods.

The fourth aspect is to develop methods that can utilize more efficiently time-
dependent data. In all cases we have mentioned in this paper, time-dependent data
are used by averaging information at different times; see for example, the linearization
in (3.14) and the objective function (4.56). We know, however, photons reach the detec-
tor in early times carry different information about the medium than photons reach the
detector in later times. Early photons are not scattered as much as later photons, so they
carry mainly information on absorption property of the medium. Early time measure-
ment would allow us to recover stably the absorption property. It would be of great
interest to design methods that can efficiently utilize measurements in different time in-
tervals.

Let us conclude the paper by the following remark. The inverse transport problems
we considered in this paper are all inverse boundary value problems in the sense that
the measurements for those problems (i.e., the data) are all taken on the boundary of the
domain of interests. There are many other kinds of inverse boundary value problems
that are of interests to practical applications. Many of the algorithms and ideas (such as
parameterization and feature reconstruction) reviewed here can also be suitable for other
inverse boundary value problems for differential equations.
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