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Abstract. We provide an introduction to the use of the spectral-element method (SEM)
in seismology. Following a brief review of the basic equations that govern seismic
wave propagation, we discuss in some detail how these equations may be solved nu-
merically based upon the SEM to address the forward problem in seismology. Exam-
ples of synthetic seismograms calculated based upon the SEM are compared to data
recorded by the Global Seismographic Network. Finally, we discuss the challenge of
using the remaining differences between the data and the synthetic seismograms to
constrain better Earth models and source descriptions. This leads naturally to adjoint
methods, which provide a practical approach to this formidable computational chal-
lenge and enables seismologists to tackle the inverse problem.
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1 Introduction

The spectral-element method (SEM) has been used for more than two decades in com-
putational fluid dynamics [48], but it has only recently gained popularity in seismol-
ogy. Initially the method was applied to 2D seismic wave propagation problems [15,50],
but currently the SEM is widely used for 3D regional [21, 28, 29, 33, 37, 55] and global
[10-12,30,31,35,36] seismic wave propagation. Recent reviews of the SEM in seismology
may be found in [38] and [13].

Like a classical finite-element method, the SEM is based upon an integral or weak
implementation of the equation of motion. It combines the accuracy of the global pseu-
dospectral method with the flexibility of the finite-element method. The wavefield is
typically represented in terms of high-degree Lagrange interpolants, and integrals are
computed based upon Gauss-Lobatto-Legendre quadrature, which leads to a simple ex-
plicit time scheme that lends itself very well to calculations on parallel computers.

The current challenge lies in harnessing these numerical capabilities to enhance the
quality of tomographic images of the Earth’s interior, in conjunction with improving
models of the rupture process during an earthquake. [62] demonstrated that this problem
may be solved iteratively by numerically calculating the derivative of a waveform misfit
function. The construction of this derivative involves the interaction between the wave-
field for the current model and a wavefield obtained by using the time-reversed wave-
form differences between the data and the current synthetics as simultaneous sources.
Only two numerical simulations are required to calculate the gradient of the misfit func-
tion: one for the current model and a second for the time-reversed differences between
the data and the current synthetics. [60] generalized the calculation of the derivative of a
misfit function by introducing the concept of an ‘adjoint’ calculation. The acoustic theory
developed by [62] was extended to the anelastic wave equation by [63,64]. Applications
of the theory may be found in [1,2,17,23,45,46,49, 61].

The purpose of this article is to review the use of the SEM in seismology, and to il-
lustrate the powerful combination of the SEM for the forward problem, i.e., given a 3D
Earth model and a (finite) source model accurately simulate the associated ground mo-
tions, with adjoint methods for the inverse problem, i.e., using the remaining differences
between the data and the simulations to improve source and Earth models.

2 Basic theory of seismology

2.1 Earth models

Seismologists have determined the average, spherically symmetric structure of the Earth
with a high degree of accuracy. A typical one-dimensional (1D) model is the Preliminary
Reference Earth Model (PREM) [20], shown in Fig. 1. Such an isotropic, elastic Earth
model may be characterized in terms of three parameters: the distribution of mass den-
sity p, the compressional wave speed «, and the shear wave speed B. Rather than the



J. Tromp, D. Komatitsch and Q. Liu / Commun. Comput. Phys., 3 (2008), pp. 1-32 3

16 16

wave speed (km/s)
(gwo/B) Asuep

670 2891 5150 6371

depth (km)

Figure 1: Compressional-wave speed &, shear-wave speed 8, and density p in the spherically symmetric, isotropic
Preliminary Reference Earth Model (PREM) [20]. The locations of the inner-core boundary (ICB) and the core-
mantle boundary (CMB) are marked. The model is capped by a 3 km thick uniform oceanic layer. There are
also a number of solid-solid boundaries, including a Moho discontinuity between the crust and mantle at a depth
of 24.4 km, and upper-mantle discontinuities at depths of 220, 400 and 670 km.

compressional and shear wave speeds, one may also use the bulk modulus, or incom-
pressibility, x, and the shear modulus, or rigidity, #. These two sets of parameters are
related by a = [(x+3u)/p]'/? and B= (11 /p)'/?. The PREM parameters exhibit a number
of discontinuities as a function of depth, for example at the ocean floor, the Moho (the
boundary between the crust and the mantle), across the upper mantle phase transitions,
at the core-mantle boundary (CMB), and at the inner core boundary (ICB).

The lateral variations superimposed on typical 1D Earth models are of order a few
percent for compressional wave speed and as much as +8% for shear wave speed in the
shallow mantle. For example, Fig. 2 shows map views of 3D shear-wave speed model
S20RTS [52] at various depths throughout the mantle. The goal of seismic tomography
is to map lateral variations in the Earth’s mantle and crust, and to relate such three-
dimensional (3D) heterogeneity to variations in temperature and composition. Thus,
these maps help constrain the composition and dynamics of the Earth’s interior.

With modern numerical methods and computers, seismologists are now able to sim-
ulate seismic wave propagation in 3D Earth models, such as the one shown in Fig. 2, at
unprecedented resolution and accuracy [30,31, 35, 67].

2.2 Constitutive relationships

Let us denote the displacement field induced by an earthquake by s. The (symmetric)
strain tensor associated with the displacement s is given by

e=13[Vs+(Vs)T], (2.1)
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Figure 2: Map views of 3D mantle model S20RTS [52] at depths of 150 km, 300 km, 600 km, 1200 km,
1800 km, 2300 km, and 2850 km. The range in shear-wave speed perturbations is indicated in parentheses
above each map. White lines represent plate boundaries and black lines continents. The shear-wave speed
(Vs) in regions colored blue (red) is higher (lower) than in PREM (Fig. 1). Shear-wave speed variations in the
upper 200 km of the mantle range from —8% to 8%. Note that in the shallow mantle (i.e., at 200 km depth),
high shear-wave speeds are associated with old (cold) cratons, whereas low shear-wave speeds correspond to
mid-oceanic ridges, where hot material wells up. In the lowermost mantle (e.g., at 2850 km depth) there exists
a distinct ring of fast shear-wave speeds around the Pacific, whereas underneath Africa and the Pacific one
can clearly distinguish low shear-wave speed anomalies associated with large-scale upwellings (superplumes).
Courtesy of Jeroen Ritsema.



J. Tromp, D. Komatitsch and Q. Liu / Commun. Comput. Phys., 3 (2008), pp. 1-32 5

where a superscript T denotes the transpose. The most general linear constitutive rela-
tionship between the stress tensor T and the strain tensor (2.1) involves the fourth-order
elastic tensor c:

T=c:e, (2.2)

or in index notation Tj;=c;j €. Because both the stress and the strain tensor are symmet-
ric, and due to certain thermodynamic considerations [3, 18], the elements of the elastic
tensor exhibit the following symmetries: c;jx = ¢jix1 = Cijik = Chiij- These symmetries reduce
the number of independent elastic parameters from 81 to 21.

In an isotropic, elastic Earth model the elastic tensor may be expressed in terms of just
two elastic parameters: the bulk modulus x and the shear modulus y. In index notation
we have

2
Cikim = (K_g,u)(sjk(slm +1(610km +6mbk1), (2.3)

and Hooke’s law (2.2) reduces to
2
T=(x— gy)tr(e)l—i—Zye. (2.4)

Here I denotes the 3 x 3 identity tensor. For mathematical and notational convenience, we
will sometimes use the anisotropic constitutive relationship (2.2), rather than the more
practical isotropic version (2.4). A simple isotropic Earth model supports basic shear and
compressional waves, but wave propagation in an anisotropic medium is much richer,
involving widely observed phenomena such as shear-wave splitting.

In the fluid regions of the Earth model, e.g., in the oceans and in the outer core, the
shear modulus vanishes, and Hooke’s law (2.4) reduces to

T=x«tr(e)l, (2.5)

which implies that the pressure associated with the fluid motions is given by —«tr(€).
The Earth is not a perfectly elastic body, and effects due to attenuation should be

incorporated. In an anelastic medium, the stress T at time ¢ is determined by the entire

strain history e(t). In its most general anisotropic form Hooke’s law becomes [3,18]:

T(H) = / twatc(t—t’) .e(F)dr. 2.6)

In this article we will avoid the mathematical and numerical complications associated
with attenuation, but suffice it to say that these effects can be readily accommodated in
most numerical simulations.

2.3 Equation of motion

Having introduced various possibilities for the constitutive relationship relating stress
and strain, let us introduce the seismic equation of motion. Consider an Earth model
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with volume () and outer free surface d(). The displacement wavefield s(x,t), where x
denotes material points in the Earth model and ¢ time, is determined by the seismic wave
equation [3, 18]

00?s—V-T=f, 2.7)

where p denotes the distribution of mass density, and the stress T is determined in terms
of the strain through one of the constitutive relationships discussed in the previous sec-
tion.

On the Earth’s free surface d() the traction must vanish:

A-T=0 ondQ), (2.8)

where fi denotes the unit outward normal on the surface. On solid-solid boundaries, such
as the Moho or upper mantle discontinuities, both the traction fi-T and the displacement s
need to be continuous, whereas on fluid-solid boundaries, such as the ocean floor, the
CMB and the ICB, both the traction fi-T and the normal component of displacement fi-s
need to be continuous.

When our modeling domain is not the entire Earth, seismic energy needs to be ab-
sorbed on the fictitious boundaries of the domain. To accomplish this one usually uses
a paraxial equation to damp the wavefield on the edges [14,51]. In recent years, a sig-
nificantly more efficient absorbing condition called the Perfectly Matched Layer (PML)
has been introduced [6], which is now being used in regional numerical simulations
[5,16,22,32]. In this article we will largely ignore the mathematical and numerical com-
plications associated with absorbing boundary conditions.

In addition to the boundary condition (2.8), the seismic wave equation (2.7) must be
solved subject to the initial conditions

s(x,0)=0, dts(x,0)=0. (2.9)

Finally, the force f in (2.7) represents the earthquake. In the case of a simple point source
it may be written in terms of the moment tensor M as [3,18]

f=—M-Vi(x—xs)S(t), (2.10)

where the location of the point source is denoted by xs, §(x—xs) denotes the Dirac delta
distribution located at xs, and S(t) denotes the source-time function. Mathematically, an
earthquake may be represented in terms of a double-couple source, a representation that
leads to the introduction of the moment tensor and the point source representation (2.10).

At periods longer than about 150 s, self-gravitation and rotation start to play a role in
global seismic wave propagation. The equation of motion for a rotating, self-gravitating
Earth model is significantly more complicated than (2.7) [18]. Nevertheless, numerical
simulations frequently do take these complications into account. In this article we will
not incorporate these long-period complications for the sake of simplicity.

For 1D models, i.e., models that vary only as a function of depth, semi-analytical
techniques have been developed to calculate the wavefield generated by a point source
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[3,18,27]. Such calculations are still widely used, and provide an excellent benchmark
for more ambitious 3D numerical simulations.

2.4 Weak formulation

For computational purposes, one frequently works with an integral or weak formulation
of the problem. It is obtained by taking the dot product of the momentum equation (2.7)
— the strong form of the equation of motion — with an arbitrary test vector w, and inte-
grating by parts over the volume () of the Earth:

/pw-afsd3x:—/ Vw:Td’x+M:Vw(xs)S(t). (2.11)
0 0

Eq. (2.11) is equivalent to the strong formulation (2.7) because it holds for any test vec-
tor w. The term on the left hand side gives rise to the mass matrix in finite-element par-
lance, and the first term on the right is related to the stiffness matrix. The second term on
the right is related to the source term (2.10), which has been integrated explicitly by using
the properties of the Dirac delta distribution. Note that only first-order spatial derivatives
of the displacement field and the test vector are involved in the weak form (2.11), but that
the temporal derivatives are of second order.

It is important to appreciate that the traction-free surface condition (2.8) is imposed
naturally and automatically during the integration by parts, because the contour integral
over the free surface simply vanishes. In other words, the free-surface condition is a nat-
ural condition of the problem. In the context of regional simulations an additional term
appears in (2.11), which represents the absorption of energy on the artificial boundaries
of the domain [29].

In an Earth model with fluid and solid regions, one uses a domain decomposition
approach in which one solves separate wave equations in the fluid and solid regions,
which are coupled at the fluid-solid boundaries by imposing continuity of traction and
the normal component of displacement [30]. These complications are beyond the scope
of this article.

3 Spectral-element method

In this section we briefly outline how the spectral-element technique may be used to nu-
merically solve the equations that govern the propagation of seismic waves. This sum-
mary is largely based upon the introductory article by [29].

3.1 Meshing

We begin by subdividing the model volume () into a number of non-overlapping ele-
ments O, e=1,---,n,, such that Q= U}*Q),. In a finite-element method (FEM) [25,72] a
variety of elements, e.g., tetrahedra, hexahedra, pyramids or prisms, may be used, but a
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Figure 3: The geometry of a hexahedral finite element (deformed cube) may be defined in terms of its eight
corners, the eight corners plus the 12 edge centers (the 20 black squares), or the eight corners plus the 12
edge centers plus the 6 face centers (the 6 open squares) plus the center (the open triangle). In a classical
FEM, these 8, 20, or 27 anchors are used to define the shape of the element as well as for the interpolation
of functions. In a SEM, the anchors are only used to define the geometry of the elements, but not for the
interpolation and integration of functions. Instead, functions are represented in terms of high-degree Lagrange
polynomials on Gauss-Lobatto-Legendre interpolation points, as illustrated in Fig. 4. Courtesy of [29].

3D SEM is generally restricted to hexahedral elements (deformed cubes). The SEM has
been extended to include triangles in two dimensions [34, 44, 57, 65], but this leads to
complications that are beyond the scope of this article.

Points x = (x,y,z) within each hexahedral element (), may be uniquely related to
points {=(¢,1,0), —1<¢&,1,0 <1, in a reference cube based upon the invertible mapping

M
x(¢)= ;XuNa(g)~ (3.1)

The a=1,---,M anchors x, =x(&,,74,(,) and shape functions N, (&) define the geometry
of an element (),. For example, the geometry of hexahedral elements may be controlled
by M =38, 20, or 27 anchors, as illustrated in Fig. 3.

Hexahedral shape functions N, (&) are typically products of degree 1 or 2 Lagrange
polynomials. In general, the n+1 Lagrange polynomials of degree n are defined in terms
of n+1 control points —1<¢, <1, a=0,---,n, by

<§_§0).“<§_C£¥*1)(€_€0€+1)“.(g_gn) (32)
ga_CO)"'(ga_éafl)(ga_éaﬂ)"'(ga_én). .

Note that as a result of this definition, the Lagrange polynomials return either zero or one
at any given control point:

ha(8p) = Oup, (3.3)

where § denotes the Kronecker delta. Fig. 4 illustrates these characteristics for degree 4
Lagrange polynomials. In the context of shape functions, the two Lagrange polynomials
of degree 1 with two control points {=—1 and ¢ =1 are

ho(&)=3(1-2), m(&)=31+7),
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Figure 4: Left: The five Lagrange interpolants of degree N =4 on the reference segment [—1,1]. The N+1=5
Gauss-Lobatto-Legendre (GLL) points, determined by eqn. (3.7), can be distinguished along the horizontal axis.
Note that the first and last GLL points are exactly -1 and 1. All Lagrange polynomials are, by definition, equal to
1 or 0 at each of the GLL points, in accordance with eqn. (3.3). In a FEM, shape functions Ny, j=1,---,M, are
typically triple products of degree 1 or 2 Lagrange polynomials, and functions are interpolated on a hexahedral
element, such as the one shown in Fig. 3, in terms of these low-degree polynomials. In a SEM, the geometry of
elements is captured by the same low-degree shape functions, but functions are represented in terms of triple
products of high-degree Lagrange polynomials (typically of degree 4-10), one for each direction in the reference
cube. Right: When Lagrange polynomials of degree n are used to discretize functions on an element, each 3D
spectral element contains a grid of (141)3 GLL points, and each 2D face of an element contains a grid of
(n+1)2 GLL points, as illustrated here for the degree 4 polynomials shown on the left. Courtesy of [38].

and the three Lagrange polynomials of degree 2 with three control points {=—1, { =0,
and =1 are

ho(§)=38(8-1), m(5)=1-8% m()=356(5+1).

The weak form (2.11) involves volume integrals over elements (),. Using the map-
ping (3.1), an element of volume d3x=dxdydz within a given element (), is related to an
element of volume d?¢ =dZdnd( in the reference cube by

d®x=dxdydz=]d¢dydl=]d%, (3.4)

where the Jacobian | of the mapping (3.1) is given by

a(¢,1,0)

To calculate the Jacobian J, we need the partial derivative matrix dx/d¢, which is obtained
by differentiating (3.1):

= . (3.5)

= ‘ d(x,y,z)

ox M 9N,

% = a:Z:l Xu a—g . (3'6)
From (3.6) we conclude that partial derivatives of the shape functions are determined
analytically in terms of Lagrange polynomials of degree 1 or 2 and their derivatives. The
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elements (), should be constructed in such a way that the Jacobian | never vanishes,
which poses strong constraints on the mesh generation process. This ensures that the
mapping from the reference cube to the element, x(¢), is unique and invertible, i.e., (x)
is well-defined.

3.2 Representation and integration of functions on elements

To solve the weak form of the seismic wave equation (2.11), integrations over the vol-
ume () are subdivided in terms of smaller integrals over the hexahedral elements (),.
This section is concerned with the representation and integration of functions on such
elements.

We have seen in the previous section that the shape of the elements can be defined in
terms of low-degree Lagrange polynomials. In a traditional FEM, low-degree polynomi-
als are also used as basis functions for the representation of functions on an element. In a
SEM, a higher-degree Lagrange interpolant is used to express functions on the elements,
and the control points §,, a =0,---,n, needed in the definition of the Lagrange polyno-
mials of degree 1 (3.2) are chosen to be the n+1 Gauss-Lobatto-Legendre (GLL) points,
which are the roots of the equation [8]

(1-2*)P;(&) =0, (3.7)

where P), denotes the derivative of the Legendre polynomial of degree n. Eq. (3.7) implies
that +1 and —1 are always GLL points, irregardless of the degree n. Therefore, some GLL
points always lie exactly on the boundaries of the elements.

A SEM typically uses Lagrange polynomials (3.2) of degree 4-10 for the interpola-
tion of functions. As an example, the 5 Lagrange polynomials of degree 4 are shown in
Figs. 4 (Left), and 4 (Right) illustrates the distribution of the associated GLL points on the
face of a hexahedral element. As we will see, the combination of Lagrange interpolants
with a particular integration rule leads to an exactly diagonal mass matrix, which in turn
leads to a simple explicit time scheme that lends itself very well to numerical simulations
on parallel computers.

3.2.1 Polynomial representation on elements

In the weak form of the wave equation (2.11), we expand functions f, e.g., a component of
the displacement field s or the test vector w, in terms of degree-n Lagrange polynomials
(3.2) with GLL control points determined by (3.7):

FxEnD) =Y Y Y F P (E)ha(n)hy (2), (38)

x=0p=07=0

where f*P7=f(x(Zx,1p,0,)) denotes the value of the function f at the GLL point x(a, 1,3
In a SEM, polynomials of degree 4 or 5 provide the best trade off between accuracy and
time-integration stability [56].
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The weak form (2.11) involves gradients of the displacement field s and the test vec-
tor w. Using the polynomial representation (3.8), such gradients may be expressed as

x(&1,0)) ZxIZZZf“f” [ (&) (11)hey (2)9iG

i=1  a=08=07=0

) ;(n)hm)am+ha(a>hﬁ<n>h;(§>ag}, (3.9)

where a prime denotes the derivative of a Lagrange polynomial, and where we have
used the index notation 9; =0dy,, i=1,2,3, and x; =x, xp =y, and x3 =z. The matrix d¢/dx
is obtained by inverting the matrix d0x/d¢. Because in a SEM one uses higher-degree
polynomials for interpolation, the derivatives calculated based upon (3.9) tend to be more
accurate than those used in low-order finite-element or finite-difference methods.

3.2.2 Integration over elements

The next step is to evaluate the integrals in the weak form (2.11) at the elemental level.
In a SEM, a Gauss-Lobatto-Legendre integration rule is used for this purpose, because,
as we will see, this leads to a diagonal mass matrix when used in conjunction with GLL
interpolation points. Based upon this approach, integrations over elements (), may be
approximated as

[ roax= [ [ [ rix@naniensacand
= i i i Wawpw fHPT]T, (3.10)

a=0B=07=0

where J*f7 = J(&,,15,(,) denotes the value of the Jacobian | of the mapping at a GLL
point, and w,, « =0,---,n, denote the n+1 quadrature weights associated with the GLL
integration. To facilitate the integration of functions and their partial derivatives over the
elements, the values of the inverse Jacobian matrix d¢ /9dx need to be stored at the (n+1)3
GLL integration points.

3.3 Assembly

We have seen that during the SEM meshing process the model is subdivided in terms
of non-overlapping hexahedral elements. Functions on the elements are sampled at the
GLL points of integration. As illustrated in Fig. 5, GLL points on the sides, edges, or
corners of an element are shared amongst neighboring elements. Because neighboring
elements share GLL points, the need arises to distinguish between points that define an
element, the local mesh, and the collective points in the model, the global mesh. Therefore,
one needs to determine a mapping between GLL points in the local mesh and grid points
in the global mesh. Fortunately, efficient finite-element routines are available for this
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purpose. The contributions from all the elements that share a common global grid point
need to be summed during each time step. In a traditional FEM this is referred to as
the assembly of the system. On parallel computers assembly is an expensive part of the
calculation, because information from each element needs to be shared with neighboring
elements, an operation that involves communication between distinct CPUs.

d o =) 5] 5] o o ]

Figure 5: lllustration of the local and global meshes for a four-element 2D spectral-element discretization with
polynomial degree N=4. Each spectral element contains (N+1)2:25 GLL points that constitute the local mesh
for each element. These points are non-evenly spaced, but have been drawn evenly spaced here for simplicity.
In the global mesh, points lying on edges or corners (as well as on faces in 3D) are shared between elements.
The contributions to the global system of degrees of freedom, computed separately on each element, have to
be summed at these common points represented by black dots. Exactly two elements share points on an edge
in 2D, while corners can be shared by any number of elements depending on the topology of the mesh, which
may be non-structured. Courtesy of [29].

3.4 Meshing the globe

Fig. 6 shows an example of a conforming, unstructured hexahedral SEM mesh for the en-
tire globe [30]. The mesh is based upon an analytical mapping between the cube and the
sphere called the cubed sphere [10,53,54]. Each of the six chunks that constitute the cubed
sphere is meshed in such a way that it matches perfectly with its neighbors. The mesh
is doubled in size once below the Moho, a second time below the 670 km discontinuity
(see the close-up in Fig. 6), and a third time just above the ICB. Each of the six chunks
has 240 x 240 elements at the free surface and, as a result of the three doublings, 30 x 30
elements at the ICB. The coordinate singularity at the Earth’s center is avoided by placing
a small cube at the center of the inner core [10]. The mesh in Fig. 6 honors all discontinu-
ities in PREM [20] (see Fig. 1), and contains a total of approximately 2.6 million spectral
elements. In each spectral element we use a polynomial degree N =4 for the expansion
of the Lagrange interpolants at the GLL points, i.e., each element contains (N+1)% =125
local points, and the global mesh contains 180 million points.
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Figure 6: Left: Example of a spectral-element mesh in the mantle. Right: Close-up of the mesh doublings in the
upper mantle. The spectral-element mesh is conforming, i.e., every side of every element matches up perfectly
with the side of a neighboring element, but non-structured, i.e., the number of elements that share a given
point can vary and take any value. The mesh honors first-order discontinuities in PREM at depths of 24.4 km,
220 km, 400 km, and 670 km, the CMB, and the ICB; it also honors second-order discontinuities in PREM at
600 km, 771 km, and at the top of D". The mesh is doubled in size once below the Moho, a second time below
the 670 km discontinuity, and a third time just above the ICB. Each of the six chunks that constitute the cubed
sphere has 240 x 240 elements at the free surface and 30 x 30 elements at the ICB. The central cube in the
inner core has been removed for clarity of viewing. The triangle indicates the location of the source, situated
on the equator and the Greenwich meridian. Rings of receivers with a 2° spacing along the equator and the
Greenwich meridian are shown by the dashes. Courtesy of [30].

Any typical 3D crustal and/or mantle model, e.g., S20RTS shown in Fig. 2, may now
be superimposed on the mesh. Surface topography & bathymetry and the Earth’s el-
lipticity may be accommodated by stretching or squishing the mesh. The largest global
simulation to date was performed on the Earth Simulator at the Japan Marine Science &
Technology Center (JAMSTEC) in Yokohama, Japan. It involved 4056 processors, 13.7 bil-
lion global grid points, and required 7 terabytes of memory [68].

3.5 Mesh partitioning and load-balancing

The global mesh in Fig. 6 is too large to fit in memory on a single computer. We there-
fore implement the SEM on parallel computers by partitioning the mesh into slices of
elements, such that each processor in the parallel machine is only responsible for the ele-
ments in one particular slice. Each of the six chunks is divided in N x N slices, for a total of
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Figure 7: The spectral-element method uses a mesh of hexahedral finite elements on which the wavefield is
interpolated by high-degree Lagrange polynomials on Gauss-Lobatto-Legendre (GLL) integration points. In order
to perform the calculations on a parallel computer with distributed memory, the mesh is split into slices based
upon a regular domain-decomposition topology. Each slice is handled by a separate processor. Adjacent slices
located on different processors exchange information about common faces and edges based upon a message-
passing methodology. The figure on the left shows a global view of the mesh at the surface, illustrating that
each of the six sides of the cubed sphere mesh is divided into 18 x 18 slices, shown here with different colors,
for a total of 1944 slices. The elements within each slice reside in memory on a single processor of the parallel
machine. The figure on the right shows a close-up of the mesh of 48 x 48 spectral elements at the surface of
each slice. Within each surface spectral element we use 5x5=25 GLL grid points, which translates into an
average grid spacing of 2.9 km (i.e., 0.026°) on the surface of the Earth. Courtesy of [36].

6N? processors. The de facto standard for distributed programming is to use a message-
passing programming methodology based upon the "‘Message Passing Interface” (MPI)
protocol [24,47]. Fig. 7 illustrates how a SEM mesh may be split into 6 x 18% = 1944 slices
for a parallel calculation on 1944 processors. The key to this distribution process is to
end up with a mesh partitioning that is load-balanced, such that every MPI slice contains
approximately the same number of spectral-elements, and every processor involved in
the calculation performs roughly the same number of operations per time step.

At the edges of a slice results need to be communicated to its neighbors. Therefore,
on a parallel computer assembly involves communication between adjacent mesh slices.
The real benefits of the SEM become abundantly clear on large parallel machine: the di-
agonal mass matrix leads to fully explicit time-marching schemes, which implies that the
compute nodes spend most of their time performing computations, and communication
of results between nodes represents only a small fraction of the simulation time. For
this reason the application has scaled very well with the number of processors, which
ranges from a few tens of CPUs on a typical PC cluster to several thousands of CPUs on
machines like the Earth Simulator and BlueGene.
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3.6 Application of the SEM in seismology

At this point we have collected all the necessary ingredients to solve the weak form of
the seismic wave equation (2.11) based upon the SEM. To accomplish this, we begin by
calculating the SEM mass matrix, which is obtained from the integral on the left hand
side of (2.11). First, we expand the displacement field s and the test vector w in terms of
Lagrange polynomials:

3 n o n o n
s(x(Cm,0) ) =) %) ) 3 ST (e (8)he (1) (D), (3.11)

i=1 o=0t=0v=0
n

wix (@m0 =Y %Y Y Y w0 () ()i O)- (3.12)

i=i o0=0Tt=0v=0

Egs. (3.11) and (3.12) imply that the SEM is a Galerkin method, because the displacement
and test vectors are expanded in terms of the same basis function. Next, we substitute the
interpolations (3.11) and (3.12) in the integral on the left hand side of (2.11), using GLL
quadrature (3.10), to obtain at the elemental level

[ owatsax= [ [ [ o(x(@)wix(@) Fs(x(@) 1@ s

= 2 2 Ewawﬁw ]“57;)"‘/572&)“[57 apr (3.13)

a=08=07=

where a dot denotes differentiation with respect to time, and p*f7 = p(x(&4,7,{)). Note

that the density may vary across the element. By independently setting factors of wlﬁ 7,

rxﬁv apy

, and w,;"" equal to zero, since the weak formulation (2.11) must hold for any test

Vector w, we obtain independent equations for each component of acceleration 3; 2p T(t) at

grid point (4,7, ). The value of acceleration at each point of a given element, 3 P T(t)

is simply multiplied by the factor wywpw,p*7J*F7, which means that the elemental mass
matrix is exactly diagonal. This is one of the principal ideas behind the SEM, and the main
motivation for the choice of Lagrange interpolation at the GLL points used in conjunction
with GLL numerical quadrature.

The main differences between finite-element and spectral-element methods are the
polynomial degree of the basis functions, the choice of integration rule, and the nature
of the time-marching scheme. In a FEM one tends to use low-degree basis functions and
Gauss quadrature. In a SEM one uses higher-degree basis functions and GLL quadrature
to obtain better resolution as well as a diagonal mass matrix. For the SEM this leads
to simple explicit time schemes, as opposed to the numerically more expensive implicit
time schemes used in FEMs.

It is important to note that even under ideal circumstances the GLL quadrature rule is
exact only for integrands which are polynomials of degree 21 —1. Since integration in the

7
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SEM involves the product of two polynomials of degree n —the displacement and the
test function— the integration of the resulting polynomial of degree 21 is never exact. As
in a FEM, for deformed elements there are additional errors related to curvature [42], and
the same is true for elements with heterogeneous material properties. Thus, in a SEM a
diagonal mass matrix is obtained by a process of subintegration. In this respect the SEM
is related to FEMs in which mass lumping is used to avoid the costly resolution of the
non-diagonal system resulting from the use of Gauss quadrature [15].

To determine the SEM stiffness matrix, we need to evaluate the first integral on the
right hand side of (2.11). The first step is to calculate the nine elements of the displace-
ment gradient V's on the element (),. We have, using index notation,

aiS]( (Cuuﬂﬁ gv [ESU&Y h/ Ca)] 9;¢( Cuuﬂﬁrgw

ZS t)he (1p ]817(@,17,3 Cy)

+

Ys) ()], (Q)] 00 (Cart1p, Gy )- (3.14)
=0

This calculation requires knowledge of the nine elements of the inverse Jacobian ma-
trix d¢ /0x. Next, one calculates the six elements of the symmetric stress tensor T on the
element:

T(X(garﬂﬁfgv)rt) = C("(Cm’?ﬁz@y)) : VS(X(Ca/Wﬁrgv)rt)~ (3.15)

This requires knowledge of the previously calculated displacement gradient (3.14) and
of the elastic tensor ¢ at the GLL integration points. The formulation is not limited to
isotropic media or to anisotropic media with a high degree of symmetry, as is frequently
the case for other numerical methods. Furthermore, the Earth model may be fully het-
erogeneous, i.e., p and ¢ need not be constant inside an element. The integrand Vw:T in
the stiffness term in (2.11) may be written in the form

3 3
Vw:T=) T;owi=) <ET1]3 Ck) Wi _ Z sz 8Ck (3.16)

ij=1 ik=1 ik=1

where

3
Fy= ZT,‘jajgk. (3.17)
j=1

The next step is to calculate the nine matrix elements Fj at the GLL integration
points: Fi™ = Fiy(x(Go,1¢,Gv)); this requires knowledge of the stress tensor T computed
in (3.15) and of the inverse Jacobian matrix 0¢/odx. The stiffness term in (2.11) may now
be rewritten at the elemental level as

[ Vw:Tdx= Z/ £, OV g — i/l /l /l £, 2V dedyde (3.18)
ko =) kg, Je o e '

ik=1
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Upon substituting the test vector (3.12) in (3.18) and using the GLL integration rule, we
find that the elemental SEM stiffness matrix is determined by

/ Vw:Td3x= Z Zw Py Wpy Zwtx’]e ﬁyFiDiﬁyh:x(gtx’)
a,B,y=0i=

+Watoy Z wp P S TH () F wawp Z w0 PR (2,)].(3.19)
‘B/

Finally, to complete the SEM implementation of the weak form we need to evaluate
the second term on the right hand side of (2.11). This source term may be expressed as

3 3 Jw: 3
M:Vw= Z Mi]-a]-wz- E (ZMUE) §k> ! Z ,ka (320)
i,j=1 ik=1 \j ik= g
where X
Gik=)_ M;jd;Cx. (3.21)
j=1

Upon defining G§™ = Gix(x(¢o,%7,{v)) and using the test vector (3.12), we obtain

M:Vw(x)= Y Zw“m{ Y o (G ee (75, o (01

1,6‘37 0i o,T,v=0
[ ‘”Vh/ (gas)hﬁ<77ﬁs) 7<§75)+G1q2w a(éﬂcs)h‘%(nﬁs)h?(gﬁs)
AT 22

where x(Ca,, 1,0+, ) =Xs denotes the point source location.

At this stage we have all the necessary ingredients for time-marching the weak
form (2.11). The collective displacement vectors at all the grid points in the global mesh
are referred to as the global degrees of freedom of the system and will be denoted by the
vector U, and the corresponding global test vector is denoted by W. At the global level,
Egs. (3.13), (3.19), and (3.22) lead to expressions of the form WTMU, WTKU, and WTF,
where M denotes the global mass matrix, K the global stiffness matrix, and F the global
source vector, which combine into a discrete equation that holds for all test vectors W.
The ordinary differential equation that governs the time dependence of the global sys-
tem may thus be written in the symbolic form

MU = —KU+F. (3.23)

To take full advantage of the fact that the global mass matrix is diagonal, time discretiza-
tion of the second-order ordinary differential equation (3.23) is achieved based upon



18 J. Tromp, D. Komatitsch and Q. Liu / Commun. Comput. Phys., 3 (2008), pp. 1-32

a classical explicit second-order finite-difference scheme, which is a particular case of
the more general Newmark scheme [25]. This scheme is conditionally stable, and the
Courant stability condition is governed by the maximum value of the ratio between the
compressional wave speed and the grid spacing. The main numerical cost associated
with the SEM is related to small local matrix-vector products, not the time scheme.

3.7 Examples of SEM simulations in seismology

The SEM has been extensively benchmarked against discrete wavenumber methods
for layercake models [29] and normal-mode synthetics for spherically symmetric Earth
model PREM (Fig. 1) [9, 30, 31]. Fig. 8 shows an example of such a benchmark for the
June 9, 1994, magnitude 8.2 Bolivia earthquake recorded at station PAS in Pasadena, CA.
The match between the SEM and mode synthetics on all three components is excellent.
These kinds of benchmarks for spherically symmetric Earth models are very challeng-
ing, because they involve solid-fluid domain decomposition and coupling, attenuation,
anisotropy, self-gravitation, and the effect of the ocean layer. Thus far, only the SEM has
been capable of accurately incorporating all of these effects.

The SEM can now be used with confidence to simulate global seismic wave propaga-
tion in fully 3D Earth models. As an example, data recorded by the Global Seismographic
Network and SEM synthetic seismograms for the November 3, 2002, Denali fault, Alaska,
earthquake are shown in Fig. 9. Note that the SEM synthetic seismograms for mantle
model S20RTS [52] (Fig. 2), accurate at periods of 5 s and longer, capture the dispersion
of the Rayleigh surface waves reasonably well, but that the synthetics for spherically
symmetric model PREM (Fig. 1) do not, as can be expected.

Our next goal is to use the remaining differences between the data and the SEM syn-
thetics, e.g., Fig. 9 (Right), to improve models of the Earth’s mantle and kinematic repre-
sentations of the earthquake. In other words, we want to address the inverse problem.
This brings us to the next topic of this paper, which is adjoint methods. Our introduction
to adjoint methods in seismology is largely based upon the article by [39].

4 Adjoint methods

The objective will be to minimize some measure of the remaining differences between the
data and SEM synthetics. There are numerous ways in which to characterize such differ-
ences, e.g., cross-correlation traveltime and amplitude anomalies, multi-taper phase and
amplitude measurements, or straight waveform differences. Here we choose to minimize
least-squares waveform differences. Therefore, we seek to minimize the waveform misfit
function

T
=1y /0 [s(x,,t) —d(x,,£)]2dt, (4.1)
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Figure 8: SEM (solid line) and normal-mode mode (dotted line) synthetic seismograms in PREM (shown in
Fig. 1) for the great magnitude 8.2 Bolivia earthquake of June 9, 1994, recorded at SCSN station PAS in
Pasadena, California. The depth of the event is 647 km. Top: vertical component. Middle: longitudinal
component. Bottom: transverse component. The synthetics are accurate at periods of 18 s and longer.
Courtesy of [30].

where the interval [0,T] denotes the time series of interest, and d(x,,t) denotes the ob-
served 3-component displacement vector, e.g., the black seismogram in Fig. 9 (Right),
and s(x,,t) denotes the synthetic displacement at receiver location x, as a function of
time ¢, e.g., the red seismogram in Fig. 9 (Right). In practice, both the data d and the
synthetics s will be windowed, filtered, and possibly weighted on the time interval [0, T].
In what follows we will implicitly assume that such filtering operations have been per-
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Figure 9: Left: Comparison of transverse component data (black line) and spectral-element synthetic seismo-
grams (green line) for spherically symmetric model PREM (shown in Fig. 1) for the November 3, 2002, Denali
fault, Alaska, earthquake. The synthetic seismograms and the data are low-pass filtered at 5 s. The source
azimuth measured clockwise from due North is indicated on the left of each trace, and the station name and
epicentral distance are on the right. Records are aligned on the S wave. Right: Comparison of the same
transverse component data (black line) and spectral-element synthetic seismograms (red line) for a 3D Earth
model that includes mantle model S20RTS (shown in Fig. 2) and crustal model crust2.0 [4]. Courtesy of [68].

formed, i.e., the symbols d and s will denote processed data and synthetics, respectively.

Following [39], we minimize the misfit function (4.1) subject to the constraint that the
synthetic displacement field s satisfies the seismic wave equation (2.7). Mathematically,
this implies the PDE-constrained minimization of the action

_22/ 5(xp,t) —d (%) dt—//A (p92s—V-T—f)d’xdt, 4.2)

where the vector Lagrange multiplier A(x,t) remains to be determined. Upon taking the
variation of the action (4.2), using Hooke’s law (2.2), integrating terms involving spatial
and temporal derivatives of both s and the variation s by parts, and perturbing the free
surface boundary condition (2.8) and the initial conditions (2.9), we obtain after some
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algebra
T
5x=/ /Z[s(xr,t)—d(xy,t)]é(x—xy)-5s(x,t)d3xdt
0 Ja%
T T
—/ /(5p/\-afs—i-V/\:(Sc:Vs—A-éf)d3xdt—/ /[pafA—V-(c:VA)]-asd3xdt
0 JO 0 JO

T
—/Q[p(/\-atés—atA-(Ss)]Td3x—/ /aQﬁ-(c:V/\)-(Ssdzxdt, 4.3)
0

where the notation [f]r means f(T), for any enclosed function f.

In the absence of perturbations in the model parameters dp, éc, and éf, the variation
in the action (4.3) is stationary with respect to perturbations in displacement ds provided
the Lagrange multiplier A satisfies the equation

POFA—V - (c:VA) =Y [s(x,t) —d(x,1)]6(x—x:), (4.4)

r

subject to the free surface boundary condition
A-(c:VA)=0 on 0Q), 4.5)

and the end conditions
A(x,T)=0, diA(x,T)=0. (4.6)

More generally, provided the Lagrange multiplier A is determined by Egs. (4.4)-(4.6), the
variation in the action (4.3) reduces to

T
5)(:_/ /<5pA.afs+V/\:5c:Vs—A-éf)d3xdt. (4.7)
0 JQO

This equation relates changes in the misfit function é to changes in the model parame-
ters dp, éc, and Jf in terms of the original wavefield s determined by (2.7)-(2.9) and the
Lagrange multiplier wavefield A determined by (4.4)-(4.6).

To understand the nature of the Lagrange multiplier wavefield, we define the adjoint
wavefield s* in terms of the Lagrange multiplier wavefield A by

sT(x,t)=A(x,T—t). (4.8)

Thus the adjoint wavefield s' is equal to the time-reversed Lagrange multiplier wave-
field A. The adjoint wavefield s’ is determined by the set of equations

po7s" =V -T" =Y [s(x,, T—t) —d(x,, T—1)]0(x—x;), (4.9)

where we have defined the adjoint stress in terms of the gradient of the adjoint displace-

ment by
T =c: Vs’ (4.10)
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The adjoint wave equation (4.9) is subject to the free surface boundary condition
A-T'=0 on 00, (4.11)

and the initial conditions
sT(x,00=0,  9;s7(x,0)=0. (4.12)

Upon comparing (4.9)-(4.12) with (2.7)-(2.9), we see that the adjoint wavefield s’ is deter-
mined by exactly the same wave equation, boundary conditions, and initial conditions
as the regular wavefield, with the exception of the source term: the regular wavefield is
determined by the earthquake source £, given by (2.10), whereas the adjoint wavefield is
generated by using the time-reversed differences between the synthetics s and the data d
at the receivers as simultaneous sources.

In terms of the adjoint wavefield st, the gradient of the misfit function (4.7) may be
rewritten in the form

Sx= /Q (6InpK, +dc::Ke)dPx+ /0 ! /Q st.5fdPxdt, 4.13)
where we have defined the kernels
Ko(x)=— /0 L o(x)sT(x, T—)-02s(x,£)dt, (4.14)
Ke(x) = — /O Vst Tt Vs(xt)dt. (4.15)
Realizing that dc and K, are both fourth-order tensors, we introduced the notation dc::

Kc = 5cijleCijkl in (413)
The perturbation to the point source (2.10) may be written in the form

0f=—0M-V3(x—x5)S(t) — M-V [0xs- VI (x—x5)]S(t) —M-V5(x—x5)05(t), (4.16)

where éM denotes the perturbed moment tensor, 6xs the perturbed point source location,
and 0S(t) the perturbed source-time function. Upon substituting (4.16) into the gradient
of the misfit function (4.13), using the properties of the Dirac delta distribution, we obtain

T
5)(:/()(5lnpr+5C::Kc)d3x+/0 SMi:€" (xo, T—1)S(£)dt
T T
+/ M;(5x5-vs)e+(xS,T—t)5(t)dt+/ M:et(xo, T—D)3S(H)dt,  (4.17)
0 0

where
e =1[vs'+(VvshT], (4.18)

denotes the adjoint strain tensor and a superscript T denotes the transpose.
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In an isotropic Earth, using (2.3), we obtain
dc::Ke=0InpK, +6Inx Ky, (4.19)

where the isotropic kernels K, and Ky represent Fréchet derivatives with respect to relative
bulk and shear moduli perturbations éInx = dx/x and dlny =du/u, respectively. These
isotropic kernels are given by

Ky (x) = — /0 'ou(x)DY (x, T—1):D(x ) dt, (4.20)
Ke(x)=— /O ([ st (x, T—)][V -s(x, 1))k, 4.21)

where
D=1[Vs+(Vs)]-1(V:s)I, (4.22)
D'=1[vs'+(Vvsh)T]-L(V.sh)L, (4.23)

denote the traceless strain deviator and its adjoint, respectively.

Alternatively, and more sensibly, we may express the derivatives in an isotropic Earth
model in terms of relative variations in mass density éInp, shear-wave speed JInp, and
compressional-wave speed éIna based upon the relationship

0lnpK,+6InpuK, +5Ink Ky =6InpKy +5InBKg+lna Ky, (4.24)
where
Ky =K,+K.+K,, (4.25)
Kg=2 (K;, - % %KK> ) (4.26)
Ka:2<xtc%”>1<,<. (4.27)

In later sections we will see examples of shear- and compressional-wave kernels for var-
ious body- and surface-wave arrivals.

4.1 Numerical implementation of the adjoint method

In order to perform the time integration involved in the calculation of the kernels (4.25),
(4.26), and (4.27), we require simultaneous access to the forward wavefield s at time t and
the adjoint wavefield s' at time T—¢. This rules out the possibility of carrying both the
forward and the adjoint simulation simultaneously in one spectral-element simulation,
because both wavefields would only be available at a given time t. A brute-force solution
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is to run the forward simulation, save the entire forward wavefield as a function of space
and time, and then launch the adjoint simulation while performing the time integration
by accessing time slice ¢ of the adjoint wavefield while reading back the corresponding
time slice T —t of the forward wavefield stored on the hard drive. For large 3D simula-
tions this approach poses a serious storage problem.

In the absence of attenuation, an alternative approach is to introduce the backward
wave equation, i.e., to reconstruct the forward wavefield backwards in time from the dis-
placement and velocity wavefield at the end of the regular forward simulation. The back-
ward wavefield is determined by

p07s=V-(c:Vs)+f in V, (4.28)
s(x,T) and d;s(x,T) given, (4.29)
f-(c:Vs)=0 on 0Q. (4.30)

This initial and boundary value problem can be solved to reconstruct s(x,t) for T>$>0
the same way the forward wave equation is solved. Technically, the only difference be-
tween solving the backward wave equation versus solving the forward wave equation
is a change in the sign of the time step parameter At. If we carry both the backward
and the adjoint simulation simultaneously in memory during the spectral-element sim-
ulation, we have access to the forward wavefield at time t and the adjoint wavefield at
time T —t, which is exactly what we need to perform the time integrations involved in
the construction of the kernels (4.25), (4.26), and (4.27). An advantage of this approach is
that only the wavefield at the last time step of the forward simulation needs to be stored
and read back for the reconstruction of s(x,t) and the construction of the kernels.

4.2 Sensitivity kernels

The key ingredients of the adjoint approach are the sensitivity kernels (4.25), (4.26), and
(4.27). What do these kernels look like? Clearly they are the result of the integrated
interaction between the regular wavefield s and the adjoint wavefield s'. The adjoint
wavefield is simultaneously generated at all the receivers based upon some measure of
the difference between the data and the synthetics, e.g., the time-reversed waveform dif-
ference [s(T—t)—d(T—t)]. In principle, we can send back the entire time-reversed wave-
form difference, e.g., the differences between the data and synthetics for the 2002 Denali
earthquake shown in Fig. 9 (Right). However, we are free to choose any time window of
interested, and so to develop some intuition for the nature of these kernels, let us con-
sider the simplest arrival in the seismogram, which is the first arriving compressional
wave called the P wave (for ‘primary’). The arrival time of this wave is controlled by the
compressional wave speed &, and thus we expect this wave to be sensitive to compres-
sional wave speed perturbations dlnw, but not to shear wave speed perturbations éIn§,
nor density perturbations dlnp.

We simulate three-component seismograms for the June 9, 1994, Bolivia Earth-
quake. This magnitude 8.2 earthquake occurred at a depth of 647 km and is one of
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Figure 10: (a) Vertical component synthetic velocity seismograms recorded at an epicentral distance of 60 for
simulations accurate down to periods of 27 s (green), 18 s (red) and 9 s (blue), respectively. (b) Source-receiver
cross-section of the K, kernel, defined by (4.27), for a 27 s P wave recorded at a station at an epicentral
distance of 60°. The source and receiver locations are denoted with two small white circles. The unit of the
sensitivity kernels is 10”s/km® throughout this paper. (c) K, kernel for an 18 s P wave recorded at a station
at an epicentral distance of 60°. (d) K, kernel for a 9 s P wave recorded at a station at an epicentral distance
of 60°. Courtesy of [40].

the largest deep events in modern recording history. As a source we use the event lo-
cation and the centroid-moment tensor (CMT) solution from the Harvard CMT catalog
(www.seismology.harvard.edu). Fig. 10(a) shows vertical component synthetic seismo-
grams recorded by a receiver at an epicentral distance of 60°. To investigate the finite-
frequency characteristics of the kernels, the synthetic seismogram is low-pass filtered
three times, with corners at 27 s, 18 s and 9 s, respectively. Figs. 10(b), (c) and (d) show
source-receiver cross-sections of the corresponding kernels K, defined by (4.27) calcu-
lated based upon the adjoint method. Notice that as the frequency content of the adjoint
signal is increased, the kernel becomes skinnier. In fact, in the high-frequency limit the
kernel will collapse on to the P wave geometrical raypath. Note also that the kernels
have a ‘hole” along this raypath. The characteristic ‘banana” shape of the kernel in the
source-receiver plane and the ‘donut’ shape of the kernel in a cross-section perpendicu-
lar to the source-receiver plane prompted [43] to refer to these kernels as ‘banana-donut
kernels’. As shown by [19], the size of the donut hole decreases with increasing resolu-
tion, in accordance with the scaling relation width ~ VAL, where L denotes the length of
the raypath and A the wavelength.
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Figure 11: Top left: Vertical component velocity seismogram recorded at a distance of 60°. The shortest period
in the simulations is 9 s. The tiny P'P’ phase is labeled. Bottom left: Last 300 s of the seismogram shown
above blown up by a factor of 12. The P'P’ phase is labeled. Right: K, kernel, defined by (4.27), for the P'P’
phase identified on the left. The inset shows the P'P’ ray geometry in blue. The radii of the ICB and CMB are
indicated by the concentric black circles. Courtesy of [40].

The adjoint approach can readily be used to look at more exotic arrivals. As an exam-
ple, we generate an 9 s K, sensitivity kernel, defined by (4.27), for the P’P” arrival (also
known as PKPPKP): a PKP phase reflected off the Earth’s surface. This phase, which
arrives around 2300 s, is nearly unidentifiable in the complete vertical component seis-
mogram, as shown in Fig. 11 (Top left). However, when the last few hundred seconds of
the seismogram is blown up by a factor of 12, we can identify the P’P’ phase clearly at the
tail end of the surface waves, as illustrated in Fig. 11 (Bottom left). The corresponding K,
kernel is shown in Fig. 11 (Right), which clearly follows the PKPPKP raypath.

For simple 1D Earth models, banana-donut kernels may be calculated relatively in-
expensively based upon ray-theory [19,26,71], oz, slightly more expensively, based upon
normal-mode methods [69,70]. However, for 3D Earth models one needs to use an ad-
joint approach, i.e., for tomography involving 3D reference Earth models one must resort
to fully numerical techniques. A nice feature of the adjoint approach is that we need not
be able to ‘label” a particular pulse in the seismogram, i.e., we need not have any knowl-
edge of the raypath associated with this specific pulse. By performing the forward and
adjoint simulations we automatically obtain the 3D sensitivity associated with this par-
ticular pulse in the seismogram. Sometimes the kernels may be readily identified with a
specific geometrical raypath, but frequently the sensitivity kernels are much richer, as in
the case of the P’P” kernel shown in Fig. 11.
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4.3 Toward adjoint tomography

How do we use these finite-frequency kernels to address the inverse problem? To answer
this question it is important to recognize that in the adjoint approach we do not need to
calculate individual banana-donut kernels for each measurement. If Noyents denotes the
number of earthquakes, Ntations the number of stations, and Npicks the number of mea-
surements at that station, such an approach would require Neyents X Nstations X Npjcks Simu-
lations, i.e., one simulation for each banana-donut kernel corresponding to one particular
pick. Typical tomographic inversions involve hundreds of earthquakes recorded by hun-
dreds of three-component receivers, and in each time series one typically makes several
picks. This implies that one would have to calculate tens of thousands of banana-donut
kernels corresponding to all the individual measurements, something that is currently
prohibitively expensive from a numerical stand point.

To circumvent this computational burden, the adjoint approach is to measure as many
arrivals as possible in three component seismograms from all available stations for any
given earthquake. Ideally, every component at every station will have a number of ar-
rivals suitable for measurement, for example in terms of frequency-dependent phase and
amplitude anomalies. During the adjoint simulation, each component of every receiver
will transmit simultaneously its measurements in reverse time, and the interaction be-
tween the so generated adjoint wavefield and the forward wavefield results in a mis-
fit kernel for that particular event. As discussed by [66] and illustrated by [61], this
earthquake-specific ‘event kernel” is essentially a sum of weighted banana-donut ker-
nels, with weights determined by the corresponding measurement, and is obtained based
upon just two 3D simulations. These two simulations take about three times the compu-
tation time of a regular forward simulation, because the adjoint simulation involves both
the advance of the adjoint wavefield and the reconstruction of the forward wavefield. By
summing these event kernels one obtains the ‘summed event kernel’, which highlights
where the current 3D model is inadequate and enables one to iteratively obtain an im-
proved Earth model, for example based upon a non-linear conjugate gradient approach.
The number of 3D simulations at each conjugate gradient step scales linearly with the
number of earthquakes Neyents, but is independent of the number of receivers Nitations OF
the number of measurements Np;cks-

Entrapment into local minima is common in the conjugate gradient method, as ad-
dressed in [1,2]. Such local minima may be avoided by using multi-scale methods [7].
Alternatively, one can also try to avoid local minima by starting at longer periods,
which constrain the long-wavelength heterogeneity, gradually moving to shorter peri-
ods, which constrain smaller-scale structures.

Finally, note that we can also use (4.17) to perform adjoint source inversions or joint
source and structural inversions. Traditional CMT source inversions involve nine for-
ward simulations to obtain the necessary Fréchet derivatives [41]. Therefore, if the num-
ber of conjugate gradient iterations based upon the derivative (4.17) is less than nine,
adjoint source inversions can be more efficient than a brute force CMT inversion. The
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adjoint approach has the additional advantage that it need make no assumptions about
the location and timing of the event, nor, for finite sources, about its directivity.

5 Discussion and conclusions

The spectral-element method has enabled seismologists to simulate 3D seismic wave
propagation at unprecedented resolution and accuracy. Furthermore, advances in high-
performance computing have made such simulations relatively fast and inexpensive.
Due to this confluence of events, we have reached a point where seismologists are be-
ginning to use 3D simulations to address inverse problems, and adjoint methods, already
widely used in the atmospheric and ocean sciences, provide a powerful means of making
this practical.

We have demonstrated that tomographic inversions involve 3D kernels that may be
calculated based upon interactions between the wavefield for the current model and an
adjoint wavefield obtained by using time-reversed signals as simultaneous sources at the
receivers. For every earthquake, these kernels may be obtained based upon just two sim-
ulations, such that one iteration in the non-linear inverse problem involves a total number
of simulations that equals twice the number of events. There are five main advantages
of the adjoint approach in seismology. First, the kernels are calculated on-the-fly by car-
rying the adjoint wavefield and the regular wavefield in memory at the same time. This
doubles the memory requirements for the simulation but avoids the storage of Green’s
functions for all events and stations as a function of space and time. Second, the kernels
can be calculated for fully 3D reference models, something that is critical in highly het-
erogeneous settings, e.g., in regional seismology or exploration geophysics. Third, the
approach scales linearly with the number of earthquakes but is independent of the num-
ber of receivers and the number of arrivals that are used in the inversion. Fourth, any
time window where the data and the synthetics have significant amplitudes and match
reasonably well is suitable for a measurement. One does not need to be able to label the
arrival, e.g., identify it as P or P’P’, because the adjoint simulation will reveal how this
particular measurements ‘sees’ the Earth model, and the resulting 3D sensitivity kernel
will reflect this view. Finally, the cost of the simulation is independent of the number of
model parameters, i.e., one can consider fully anisotropic Earth models with 21 elastic pa-
rameters for practically the same computational cost as an isotropic simulation involving
just two elastic parameters. [58] and [59] used this approach to calculate finite-frequency
sensitivity kernels for surface and body waves, respectively.

Recently, [61] successfully applied the adjoint approach in conjunction with a conju-
gate gradient method in a 2D surface wave study, and [2] used a similar technique for
a 3D regional wave propagation problem. We anticipate much more widespread use of
these techniques in the future.

The software used to perform the spectral-element simulations shown in this article
is freely available via www.geodynamics.org.
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